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Abstract—Scatter radio achieves communication by reflection and requires low-cost and low-power RF front-ends. However, its use in wireless sensor networks (WSNs) is limited, since commercial scatter radio (e.g. RFID) offers short ranges of a few tens of meters. This work redesigns scatter radio systems and maximizes range through non-classic bistatic architectures: the carrier emitter is detached from the reader. It is shown that conventional radio receivers may show a potential 3dB performance loss, since they do not exploit the correct signal model for scatter radio links. Receivers for on-off-keying (OOK) and frequency-shift keying (FSK) that overcome the frequency offset between the carrier emitter and the reader are presented. Additionally, non-coherent designs are also offered. This work emphasizes that sensor tag design should accompany receiver design. Impact of important parameters such as the antenna structural mode are presented through bit error rate (BER) results. Experimental measurements corroborate the long-range ability of bistatic radio; ranges of up to 130 meters with 20 milliwatts of carrier power are experimentally demonstrated, with commodity software radio and no directional antennas. Therefore, bistatic scatter radio may be viewed as a key enabling technology for large-scale, low-cost and low-power WSNs.
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I. INTRODUCTION

Scatter radio, i.e. communication by means of reflection rather than radiation, although not a new idea (first principles presented in [1]), has only recently been utilized widely for certain applications. The most prominent commercial use of scatter radio is in radio frequency identification (RFID) applications, for identifying people or products in supply chains. Commercial standards have been developed for RFID, albeit focusing on identification/supply chain applications only [2]. However, this communication scheme can be valuable to other scenarios as well, such as in wireless sensor networks (WSNs). Because communication can be achieved with a single radio frequency (RF) transistor front-end, scatter radio can minimize both energy requirements and monetary cost of each sensor node. This allows then for large scale sensor deployments; such networks are critical for applications like precision agriculture, where environmental conditions may have to be measured individually for each plant or among a small group of plants. Recent work has shown proof of concept systems that can be used in dense scatter radio (a.k.a. backscatter radio) networks. All those systems are built with low-cost and low-energy principles in mind [3]–[6].

Extended field coverage is a key characteristic in many WSN applications. This means that the communication range between the sensor tags and a reader has to be maximized. However, for typical RFID applications, the achieved ranges are inherently limited due to the following:

1) Passive communication; passive tags are used, which require energy harvesting to power their electronics. Commonly, these tags rectify a continuous wave (CW) signal, transmitted by the reader. Thus, the achieved range is limited by the so-called “power-up link” [7].

2) High bitrate; commercial RFID systems exploit high bitrates for tag-to-reader communication, on the order of hundreds of kbps, resulting to a small bit duration and thus, reduced energy-per-bit and signal-to-noise ratio (SNR).

3) Monostatic architecture; the reader box consists of both the transmitter that emits the wave needed for backscatter communication and the receiver that decodes the tag-modulated signals. This means that typical RFID systems suffer from round-trip path loss; specifically SNR at the receiver drops with the fourth power of reader-to-tag distance [8] or the eighth power of the distance, for a two-ray propagation model [9], [10]. In monostatic setups, the tags that lay close to the reader are benefitted from the small distance, while tags that lay far are difficult to be “heard” from the reader. This causes a circular area around the reader, where coverage is limited.

For classic monostatic RFID, there are examples in the
literature that suggest various improvements for the tag-to-reader communication. Work in [11]–[13] focuses on the microwave parameters of the RF tag that impact tag-to-reader communication performance, such as the antenna load selection and the antenna-RFID chip matching. In [14], [15] the authors provide theoretical analysis of multiple input multiple output (MIMO) receivers for the monostatic RFID system. These systems use multiple antennas on the reader to exploit channel diversity for BER reduction. On the other hand, work in [16] utilizes multiple tag antennas to improve the link performance of a 5.8GHz backscatter radio system and [17] studies the multipath fading in such a system. By exploiting multiple tag antennas, the operating ranges are increased up to 78%. However, these ranges are still on the order of a few meters and cannot be efficiently used for long-range sensing.

Therefore, scatter radio has to be redesigned to accommodate WSN applications. To achieve long ranges and extended field coverage, prior art in [3] has directed two key points:

1) Semipassive tags (i.e. energy-assisted) have to be utilized; the tags may power their electronics by batteries or low-cost renewable energy sources like low-voltage solar-cells [18].

2) Bitrate should be minimized, so that energy-per-bit at the receiver is maximized. Although high bitrates are appealing, they are not a necessity for environmental conditions monitoring, because parameters like humidity or temperature change relatively slowly. This allows for smaller duty cycles, with maximized bit durations and longer tag sleep periods to conserve energy.

In this work, a third point is proposed to achieve long range scatter communication for sensor networks. Particularly, bistatic architectures should be exploited. By dislocating the carrier emitter from the receiver, new and more flexible topologies can be set up. Carrier emitters may come in the form of an oscillator and a power amplifier only, and can thus be two orders of magnitude cheaper than the receiver/reader. The reader can be a low-cost software defined radio (SDR), which offers the flexibility of processing multiple, arbitrary tag/sensor modulation schemes. One centralized reader may be present at a field, while multiple low-cost carrier emitters can be placed randomly around a field with scattered sensors. That way, the emitter-to-tag path loss can be statistically reduced, since it will be more likely for a tag to lay close to a carrier emitter. Thus, the overall field coverage can be extended, as more emitters are placed around. Such an architecture can be seen in Fig. 1, with multiple carrier emitters and one centralized reader.

It is noted that prior art has largely bypassed bistatic architectures and rather focused on industry-standard monostatic reader architectures. An example towards the bistatic direction is [19] which suggests using a single carrier emitter with multiple receiving-only readers (listeners) that cooperate to decode simultaneously emitting tags, in an attempt to mitigate interference. Another example of a receiving-only reader is given in [20], where a monitor for commercial-standard Gen2 RFID tags is presented. However, that work does not derive detectors for the tag-to-reader link, but instead exploits heuristic methods of counting pulse durations to determine the transmitted bits. Moreover, the work is tied to the industry-standard FM0 modulation scheme [2]. A recent work utilizing non-conventional backscatter radio communication which exploits ambient RF energy is [21] but that work achieves short ranges since there are no dedicated carrier emitters to feed the tags with sufficient power for long-range sensing.

This work proposes that bistatic architectures are essential for long-range scatter radio and increased area coverage. The contribution of this work is summarized below:

- Design of non-conventional scatter radio system architectures that achieve long ranges of up to 130 meters with 20 milliwatts of carrier power, without directional antennas.
- Derivation of the complete scatter radio signal model, taking into account important microwave parameters that impact tag-to-reader communication performance. It is shown that classic (textbook) receivers do not apply in scatter radio systems, since they do not follow the corresponding signal model and thus may show a 3dB performance loss.
- Noncoherent detectors for the bandwidth-limited (on-off keying-OOK) and the power-limited (frequency shift keying-FSK) regime.
- Demonstrating the importance of overlooked microwave parameters, i.e. the antenna structural mode, on the specific receiver performance, through bit error rate (BER) results.
- Experimental validation of the long-range capability of bistatic links with commodity SDR radio; ranges of up to 130 meters are shown as the proof-of-concept for extended coverage with single-transistor scatter radio.

The rest of this work is organized as follows: Section II derives the complete signal model, Section III describes the scatter links, i.e. tag modulation schemes and corresponding receivers/processing, Section IV analytically calculates the BER for each proposed detector, and Section V offers numerical evaluation. Section VI presents the achieved ranges for outdoor measurements with bistatic setups, and finally Section VII offers the conclusion of this work.

II. System Model

The bistatic scatter radio system consists of a carrier emitter, a sensor tag and a SDR receiver (Fig. 2). The carrier emitter illuminates the RF tag with a continuous wave (CW) carrier at the ultra high frequency (UHF) band. To modulate information, the tag typically terminates its antenna between two loads; in that way, the incident CW is reflected with altered phase and/or amplitude, according to the load that is selected each time. In practice, load switching can be achieved with a single RF transistor, terminating the tag antenna between two loads. Ideally, when the transistor is switched on, the antenna is short-circuited and any incident wave will be scattered back with a negative reflection coefficient (phase change π). Respectively, when the transistor is switched off, the antenna is open-circuited and the incident wave is scattered intact (i.e. no phase change). In this section, the complete signal model for the bistatic link is derived, based on both communication and electromagnetic theory.
In this work, we consider two tag load values, and thus \( \Gamma(0) \), \( \Gamma(1) \). The tag complex baseband signal as a function of time is

\[
x(t) \triangleq a_x(t) e^{j\phi_x(t)} = A_s - \Gamma(t),
\]

where \( A_s \) is a load-independent term related to the antenna structural mode [13], [23]. It is noted that \( \Gamma(t) \) and \( A_s \) are complex-valued. Then, the amplitude \( a_x(t) \) is

\[
a_x(t) \triangleq |A_s - \Gamma(t)|,
\]

and the phase \( \phi_x(t) \) is

\[
\phi_x(t) \triangleq \arg(A_s - \Gamma(t)),
\]

i.e. it is the angle of the complex quantity \( A_s - \Gamma(t) \) in radians. The tag scatters back the signal

\[
x_m(t) = A a_{CT} s(t) a_x(t) \cos(2\pi F_c t - \phi_{CT} - \phi_x(t)),
\]

where \( s(t) \) is a scaling term related to the tag scattering efficiency and tag antenna gain at a given direction. The tag efficiency is generally considered time-varying, due to the use of rectifiers on passive tags. For a block of a few bits (e.g. one data packet), however, it may be considered constant. It can be also considered constant in the case of energy assisted (i.e. semipassive) tags where no incoming wave rectification takes place. From now on, we will be considering tag efficiency constant, and will thus simplify \( s(t) \) to \( s \).

The SDR receiver (reader) receives the superposition of the carrier emitter CW and the backscattered tag signal through channels \( h_{CR}(t) \) and \( h_{TR}(t) \), respectively:

\[
y_{m}(t) = A [a_{CR} \cos(2\pi F_c t - \phi_{CR}) + a_{CT} a_{TR} s(t) a_x(t - \tau_{TR}) \cos(2\pi F_c t - \phi_{CT} - \phi_{TR} + \phi_x(t - \tau_{TR}))] + w(t),
\]

where \( w(t) \) is band-limited additive Gaussian noise with power spectral density (PSD)

\[
S_w(F) = \begin{cases} \frac{N_0}{2} & |F| \leq W, \\ 0 & \text{elsewhere}. \end{cases}
\]

2W is the passband receiver bandwidth and \( F_c \gg W \). The reader demodulates the incoming signal with local oscillator (LO) carrier \( F_c + \Delta F \) and phase \( \phi_R \), and then filters out the high frequency components. \( \Delta F \) is the frequency difference between the emitter and the reader, i.e. it is the carrier frequency offset (CFO). The lowpass in-phase and quadrature components are:

\[
\hat{I}(t) = \text{LPF}\{y_{m}(t) \cos(2\pi F_c + \Delta F) t + \phi_R\},
\]

\[
Q(t) = \text{LPF}\{-y_{m}(t) \sin(2\pi (F_c + \Delta F) t + \phi_R)\}.
\]

After lowpass filtering around \([-W, W]\):

\[
\hat{I}(t) = \frac{A_{|A_{CR}}}{2} \cos(2\pi \Delta F t + \hat{\phi}_{CR})
\]

\[
+ \frac{sA_{CT}a_{TR}}{2} a_x(t - \tau_{TR}) \cos(2\pi \Delta F t + \hat{\phi}_{TR} - \phi_x(t - \tau_{TR}))
\]

\[
+ n_I(t),
\]

\[
Q(t) = \frac{-A_{|A_{CR}}}{2} \sin(2\pi \Delta F t + \hat{\phi}_{CR})
\]

\[
- \frac{sA_{CT}a_{TR}}{2} a_x(t - \tau_{TR}) \sin(2\pi \Delta F t + \hat{\phi}_{TR} - \phi_x(t - \tau_{TR}))
\]

\[
+ n_Q(t),
\]

with

\[
\hat{\phi}_{CR} \triangleq \phi_{CR} + \phi_R,
\]

\[
\hat{\phi}_{TR} \triangleq \phi_{TR} + \phi_R.
\]
The terms $n_1(t), n_Q(t)$ are lowpass Gaussian noise components with PSD

$$S_{n_1}(F) = S_{n_Q}(F) = \begin{cases} \frac{N_0}{4}, & |F| \leq W, \\ 0, & \text{else}, \end{cases}$$

and variance

$$\sigma_n^2 = \mathbb{E}[n_1^2(t)] = \mathbb{E}[n_Q^2(t)] = \frac{N_0}{4}2W = \frac{N_0W}{2}. \quad (24)$$

The above can be derived using basic stochastic process theory [24]. The complex baseband signal is:

$$y(t) \triangleq I(t) + jQ(t) = \frac{A}{2} \left[ a_{CR} e^{-j\phi_{CR}} + a_{CTR} s \left( t - t_{TR} \right) e^{-j\phi_{CTR}} \right] e^{-j2\pi F t} + n(t), \quad (26)$$

with $n(t) = n_1(t) + jn_Q(t)$ complex Gaussian noise, with zero-mean and variance $\mathbb{E}[|n(t)|^2] = \mathbb{E}[n_1^2(t)] + \mathbb{E}[n_Q^2(t)] = 2\sigma_n^2$.

Given the extended bit duration, it is assumed that wireless channels between the generator and the reader or the tag, as well as between the tag and the reader, change within a small number of consecutive bits, i.e. the channel coherence time spans a limited number of bits. On the contrary, for conventional high bit-rate applications, the channel coherence time spans a significantly larger number of bits. The same holds for the CFO, whose value has significantly changed within the limited number of bits.

### III. Scatter Radio Link

For the bistatic scatter radio link, two modulation schemes are presented, each with its corresponding processing for sensor data decoding. The first one is based on on-off keying (OOK), which is a popular binary modulation scheme among commercial RFID systems. It is shown that even if a tag modulates information using binary phase shift keying (BPSK), or amplitude shift keying (ASK), or a hybrid of those two, it can be seen as an OOK modulation at the receiver side.\(^1\) OOK is a modulation scheme suitable for the bandwidth-limited regime, while the second scheme presented is more suitable for the power-limited regime and is based on frequency shift keying (FSK). FSK modulation shows some advantages over OOK for backscatter networks, where extended range, simple multiple access, and increased receiver sensitivity are necessary. A complete comparison of the two schemes is given later in this work.

\(^1\)For true BPSK, a semipassive tag has to switch between reflection coefficients $\Gamma_0 = 1$ and $\Gamma_1 = -1$. For ASK, the two reflection coefficients’ amplitude values have to differ, but their phases shall remain the same, i.e. $|\Gamma_0| \neq |\Gamma_1|, \frac{\Gamma_0}{\Gamma_1} \neq 1$. For OOK, the tag has to switch between $\Gamma_0 = 0$ and $\Gamma_1 = 1$. In practice, most commercial tags perform a hybrid binary modulation scheme, since they switch between two arbitrary reflection coefficient values that may or may not keep the same amplitude or phase.

### A. OOK

The antenna load’s reflection coefficient is $\Gamma_0$ or $\Gamma_1$ for bit ‘0’ or bit ‘1’, respectively. Then the baseband scattered signal of Eq. (11) is expressed as:

$$x(t) = (A_s - \frac{\Gamma_0 + \Gamma_1}{2}) + \frac{\Gamma_0 - \Gamma_1}{2} \sum_{n=0}^{N-1} x_n \Pi(t - nT), \quad (27)$$

where $x_n \in \{-1, +1\}$ are the $N$ transmitted bits and $\Pi(t)$ is a pulse of bit duration $T$:

$$\Pi(t) = \begin{cases} 1, & 0 \leq t < T, \\ 0, & \text{elsewhere}. \end{cases} \quad (28)$$

The scattered signal (27) can be written as:

$$x(t) = m_{dc} e^{j\theta_{dc}} + m_{mod} e^{j\theta_{mod}} \sum_{n=0}^{N-1} x_n \Pi(t - nT), \quad (29)$$

with

$$m_{dc} = |A_s - (\Gamma_0 + \Gamma_1)/2|, \quad \theta_{dc} = \left( A_s - (\Gamma_0 + \Gamma_1)/2 \right) \quad (30)$$

$$m_{mod} = |\Gamma_0 - \Gamma_1|/2, \quad \theta_{mod} = -\Gamma_0 - \Gamma_1. \quad (31)$$

The SDR receives according to (26) and (29):

$$y(t) = y_{dc}(t) + n(t) \quad (32)$$

$$\hat{f} = \left[ \hat{m}_{dc} e^{j\theta_{dc}} + \hat{m}_{mod} e^{j\theta_{mod}} \sum_{n=0}^{N-1} x_n \Pi(t - nT - \tau_{TR}) \right] e^{-j2\pi F t} + n(t), \quad (33)$$

with

$$\hat{m}_{dc} e^{j\theta_{dc}} \triangleq A \left[ a_{CR} e^{-j\phi_{CR}} + a_{CTR} m_{dc} e^{j(\theta_{dc} - \phi_{CTR})} \right], \quad (34)$$

$$\hat{m}_{mod} e^{j\theta_{mod}} \triangleq A \left[ a_{CTR} m_{mod} e^{j(\theta_{mod} - \phi_{CTR})} \right]. \quad (35)$$

After sampling the baseband signal with sampling period $T_s$, the digitized signal is given by:

$$y[k] = y(kT_s + \tau_{TR}) = y_{dc}[k] + n[k], \quad \text{with} \quad n[k] \sim \mathcal{CN}(0, 2\sigma^2_n). \quad (36)$$

The term $y_{dc}[k]$ refers to the noiseless received signal that comprises of a DC component and a modulated component. The DC component comes from the combination of the CW received through the emitter-to-reader channel and an unmodulated component $m_{dc} e^{j\theta_{dc}}$ which is scattered by the tag. Notice that this noiseless received signal suffers from a CFO term, due to the oscillator inaccuracies on both the carrier emitter and the SDR reader. The CFO causes detector performance loss, and is thus strongly undesired. A way to eliminate the CFO term of the noiseless signal—without estimating it—is by taking the absolute value $|y_{dc}[k]|$. Then the receiver observes the amplitude of the received signal which takes two distinct

\(^2\)Notation $\sim \mathcal{CN}(0, 2\sigma^2)$ means that $n = n_r + jn_i$ is complex, circularly symmetric Gaussian, i.e. $n_r, n_i$ are zero-mean, independent and identically distributed random variables according to Gaussian distribution $\mathcal{N}(0, \sigma^2)$.\(^2\)
values, according to the binary modulation performed by the tag. Specifically, the complex noiseless samples \( y_{a1}[k] \) of the (carrier+tag) signal received have amplitude values which are denoted as:

\[
s_k \triangleq |y_{a1}[k]| = \begin{cases} a, & \text{if bit '0'}, \\ b, & \text{if bit '1'}, \end{cases}
\]

(37)

where, without loss of generality, it is assumed that \( a < b \). In Fig. 3-upperleft, a backscattered OOK signal is shown as a function of time. Bit '0' is depicted as a low signal level \( a \) for duration \( T \) and bit '1' is shown as a high signal level \( b \) for duration \( T \). Considering \( a \) as a reference level, it can be removed as an offset. This results in two levels, \( 0 \) and \( b - a \), justifying the OOK terminology.

It is clear that the processing that will take place for the received tag signals is completely non-linear, since it depends on the nonlinear absolute operation. We will now define some useful quantities for the BER performance characterization of the proposed receivers. The carrier-to-noise ratio (CNR), is defined as:

\[
\text{CNR} \triangleq \frac{a^2/2}{E[|n[k]|^2]} L = \frac{a^2}{4\sigma^2} L,
\]

(38)

where \( a^2 \) is the received carrier power (Fig. 3). The division of \( a^2 \) by 2 denotes that the carrier is an ‘on-off’ signal, i.e. the carrier generator may transmit a carrier wave, or not. \( L \triangleq T/T_s \) is the oversampling factor, with \( T \) being the symbol duration (i.e. bit duration for binary modulation), and \( T_s \) being the sampling period. The CNR is an important quantity because, in sharp contrast to classic Marconi-type communicators which radiate their own carrier during transmission, the carrier in scatter radio is emitted from a different than the tag terminal. We define the tag signal-to-noise ratio (SNR), after the absolute operation, as:

\[
\text{SNR} \triangleq \frac{(b - a)^2/2}{E[|n[k]|^2]} L = \frac{(b - a)^2}{4\sigma^2} L.
\]

(39)

Notice that the difference \( b - a \) compared to noise power affects the success in detecting which bit was transmitted. Another useful quantity is introduced, namely the carrier-to-signal ratio (CSR),

\[
\text{CSR} \triangleq \frac{P_c}{P_b} = \frac{a^2}{(b - a)^2},
\]

(40)

which indicates the ratio between the received carrier and the useful tag signal. Notice that \( \text{CSR} = \text{CNR}/\text{SNR} \).

After squaring the absolute of the received signal, the result is:

\[
|y[k]|^2 = |y_{a1}[k]|^2 + 2R\{y_{a1}[k] n^*[k]\} + |n[k]|^2.
\]

(41)

The squared magnitude of the baseband signal \( m_k^2 = |y[k]|^2 \), for given \( s_k \in \{a, b\} \), is the sum of two squared, independent Gaussians with the same variance and different means; thus, \( m_k^2 \) follows a non-central Chi-squared distribution with 2 degrees of freedom and non-centrality parameter \( s_k \) [25], which is independent of the CFO \( \Delta f \). Thus, the receiver can process \( m_k^2 \), without the need for estimating \( \Delta f \).

The squared magnitude \( \{m_k^2\} \) of the received signal is filtered using a square pulse impulse response \( \Pi[k] \), given by:

\[
\Pi[k] = \begin{cases} 1, & 0 \leq k \leq L - 1, \\ 0, & \text{otherwise}, \end{cases}
\]

(42)

which has a length of \( L \) taps. The filtered signal is then sampled at the end of each symbol period and each sampled symbol is expressed as:

\[
r \triangleq \sum_{k=0}^{L-1} m_k^2 \Pi[L - 1 - k] = \sum_{k=0}^{L-1} |y[k]|^2.
\]

(43)

Random variable \( r \) is the sum of \( L \) independent, identically distributed non-central Chi-squared random variables, and thus follows a non-central Chi-squared distribution with \( 2L \) degrees of freedom; its probability density function (PDF) is given by [26]:

\[
f_R(r|s_R, 2L, \sigma_n^2) = \frac{1}{2\sigma_n^2} r^{L-1} \exp \left( -\frac{r + \sigma_n^2}{2\sigma_n^2} \right) \times I_{L-1} \left( \frac{\sqrt{r} s_R}{\sigma_n} \right), \quad r \geq 0,
\]

(44)

where \( I_v(\cdot) \) is the \( v \)-th order modified Bessel function of the first kind. The non-centrality parameter \( s_R \) is given by:

\[
s_R^2 \triangleq \sum_{k=0}^{L-1} s_k^2 = \begin{cases} L a^2, & \text{if bit '0'}, \\ L b^2, & \text{if bit '1'}. \end{cases}
\]

(45)

The cumulative distribution function (CDF) of random variable \( r \) is given by:

\[
F_{R|s_R, 2L, \sigma_n^2}(r) \triangleq \Pr(R \leq r) = 1 - Q_L \left( \frac{s_R}{\sigma_n} \sqrt{r} \right),
\]

(46)

where \( Q_L(\lambda, \xi) = \int_{\xi}^{\infty} x^{M-1} \exp \left( -\frac{x^2}{2} - \frac{\lambda^2}{2} \right) I_{M-1}(\lambda x) \, dx \) is the generalized Marcum Q-function [27].

The minimum probability of error detector is needed for the following binary hypothesis problem:

\[
H_0 : f_{R|H_0}(r|H_0) = f_R(r|s_0, 2L, \sigma_n^2), \quad s_0^2 = L a^2, \\
H_1 : f_{R|H_1}(r|H_1) = f_R(r|s_b, 2L, \sigma_n^2), \quad s_b^2 = L b^2.
\]

For equiprobable hypotheses, the minimum bit error rate (BER) detector is the maximum-likelihood (ML) detector, given by:

\[
f_{R|H_1}(r|H_1) \geq f_{R|H_0}(r|H_0) \iff \left( \frac{1}{s_b^2} \right)^{L-1} \exp \left( -\frac{r + s_b^2}{2\sigma_n^2} \right) \geq \left( \frac{1}{s_a^2} \right)^{L-1} \exp \left( -\frac{r + s_a^2}{2\sigma_n^2} \right) \times I_{L-1} \left( \frac{\sqrt{r} s_b}{\sigma_n} \right) / I_{L-1} \left( \frac{\sqrt{r} s_a}{\sigma_n} \right).
\]

(47)

The above ML detector, even though BER-optimal, requires numerical computation of the two \( L - 1 \)-th order modified Bessel functions of the first kind. For large arguments of the
functions $I_{L-1}(\cdot)$, the approximation $I_{L-1}(z) \approx \frac{\exp(z)}{\sqrt{2\pi z}}$ [27] simplifies the above detector to:

$$
\exp\left(\frac{s_a^2 - s_b^2}{2\sigma_n^2}\right) \exp\left(\frac{\sqrt{2} s_b}{\sqrt{2\pi \sigma_n^2}}\right) H_1 \left(\frac{s_b}{s_a}\right)^{L-1} \exp\left(\frac{\sqrt{2} s_a}{\sqrt{2\pi \sigma_n^2}}\right) \geq \eta_1,
$$

where we have taken $s_b > s_a$ into account. The above detector requires estimation of the parameters $a, b, \sigma^2$. It will be shown in the numerical results that the BER performance of the above detector coincides with the ML detector performance for high CSR values, which is the typical case in scatter radio.

A simple (heuristic) detector is also tested, in order to bypass the need for Bessel function computation as well as the need for estimation of parameters $a, b, \sigma^2$. This appealing detector calculates the average value of a received preamble, other than the information data, and utilizes such value as the decision threshold. The heuristic detector is given by:

$$
r \geq \frac{1}{N_p} \sum_{i=0}^{N_p-1} \tilde{r}_i \geq \eta_2,
$$

where $\tilde{r}_i$, $i = 0, \ldots, N_p - 1$ are the $N_p$ preamble symbols (which are independent of the data) after filtering with $\Pi[k]$ and sampling. The above heuristic detector requires the calculation of the above threshold only, and no further estimation of the parameters $a, b, \sigma^2$. Notice however, that the number $N_p$ cannot be made arbitrarily large, since in that case the channel values (and hence parameters $a, b$) may have changed.

The above processing, summarized in Fig. 4, as well as the described detectors, assume symbol synchronization, which can be implemented using correlation with a sequence of known bits in the preamble. Moreover, the receiver needs to determine whether the information bits have been flipped due to channel conditions (i.e. high level has become low and vice versa). This is managed through comparison of the detected preamble bits with the a priori known bit sequence.

**B. FSK**

In FSK, the tag switches between two distinct reflection coefficients values $\Gamma_0, \Gamma_1$ with different rates $F_i$ for corresponding bits $i = 0, 1$ (also called subcarrier frequencies). To ensure orthogonality in noncoherent FSK, the spacing between the two subcarrier frequencies is $|F_1 - F_0| = k \frac{T}{2}$, $k \in \mathbb{N}$, where $T$ is the bit duration. For $N$ bits $x_n \in \{0, 1\}$, the baseband
scattered FSK waveform can be written as
\[
x(t) = (A_s - \frac{\Gamma_0 + \Gamma_1}{2}) + \frac{\Gamma_0 - \Gamma_1}{2} \sum_{n=0}^{N-1} b(x_n, t - nT),
\]
where \(b(i, t)\) represents a 50% duty cycle square waveform of frequency \(F_i\), random initial phase \(\Phi \sim \mathcal{U}[0, 2\pi]\), amplitude 1 (i.e. level switches between -1 and +1), and duration \(T\):
\[
b(i, t) = \begin{cases} \frac{1}{2} \sum_{k=0}^{+\infty} \frac{1}{\pi T} \cos[(2k + 1)(2\pi F_i t + \Phi)], & 0 \leq t < T, \\ 0, & \text{elsewhere.} \end{cases}
\]
Because of the limited receiver bandwidth, we consider that \(3F_i >> W\). Keeping only the fundamental frequency component of \(b(i, t)\) and substituting it in (50), the (filtered) complex baseband scattered waveform for one bit duration is written as
\[
\bar{x}(t) = (A_s - \frac{\Gamma_0 + \Gamma_1}{2}) + \frac{\Gamma_0 - \Gamma_1}{2} \cos(2\pi F_i t + \Phi) + \tilde{m}_d \, e^{j\hat{\phi}_d} + \tilde{m}_{mod} \cos(2\pi F_i t + \Phi) \, e^{j\hat{\phi}_{mod}},
\]
with
\[
\tilde{m}_d = \frac{|A_s - (\Gamma_0 + \Gamma_1)/2|}{2}, \quad \tilde{m}_{mod} = 2|\Gamma_0 - \Gamma_1|/\pi, \quad \hat{\theta}_d = \frac{\pi A_s}{\Gamma_0 - \Gamma_1}\]
\[
\hat{\phi}_d = \Phi, \quad \hat{\phi}_{mod} = 2\pi F_i T - \hat{\phi}_d - \hat{\phi}_{mod}.
\]
According to Eq. (26), the SDR receives:
\[
y(t) = \tilde{m}_d e^{j\hat{\phi}_d} + \tilde{m}_{mod} \cos(2\pi F_i t + \Phi') \, e^{j\hat{\phi}_{mod}} + n(t),
\]
with
\[
\hat{\phi}_d = \Phi - 2\pi F_i T - \hat{\phi}_{mod},
\]
\[
\hat{\phi}_{mod} = \Phi - 2\pi F_i T - \hat{\phi}_{mod},
\]
\[
\Phi' \triangleq \Phi - 2\pi F_i T - \hat{\phi}_d - \hat{\phi}_{mod}.
\]

In Fig. 5 the spectrum of the complex baseband is shown, for scatter radio FSK and for ‘classic’ FSK. Notice that because of the scatter radio tag modulation directly at passband, two subcarriers appear for each frequency \(F_i\), one at the positive semi-axis and one at the negative (Fig. 5-left). In contrast, for a classic active FSK transmitter, only one subcarrier appears for each frequency (Fig. 5-right). For the latter, an FSK receiver is used which correlates against frequencies \(F_0\) and \(F_1\) for signal demodulation [28]. However, if the same receiver is applied for scatter radio FSK, only the subcarriers at frequencies \(F_0\) and \(F_1\) will be considered, leaving out \(-F_0\) and \(-F_1\). This results in a 3dB loss of information and degraded receiver performance. The above show that a classic FSK receiver is not applicable in scatter radio, since it does not account for the correct signal model of the scatter radio link. Thus, a different processing chain has to be designed for successful signal demodulation.

Assuming no CFO (i.e. \(\Delta F = 0\)), the received waveform is
\[
y(t) = \tilde{m}_d e^{j\hat{\phi}_d} + \tilde{m}_{mod} \cos(2\pi F_i t + \Phi') \, e^{j\hat{\phi}_{mod}} + n(t).
\]
After sampling with sampling period \(T_s\), the baseband digitzed signal is
\[
y[k] = y(kT_s) = \tilde{m}_d e^{j\hat{\phi}_d} + \tilde{m}_{mod} \cos(2\pi F_i kT_s + \Phi') \, e^{j\hat{\phi}_{mod}} + n[k],
\]
with \(n[k] \sim \mathcal{CN}(0, 2\sigma_n^2)\). The DC term \(\tilde{m}_d e^{j\hat{\phi}_d}\) does not contribute any information on the transmitted data, and so it can be blocked using a DC-blocking filter. After DC-blocking, the waveform is
\[
\tilde{y}[k] = \tilde{m}_{mod} \cos(2\pi F_i kT_s + \Phi') \, e^{j\hat{\phi}_{mod}} + n[k].
\]

The received SNR at baseband is
\[
\text{SNR} \triangleq \frac{\tilde{m}_{mod}^2}{2E[|n[k]|^2]} L = \frac{\tilde{m}_{mod}^2}{4\sigma_n^2} L.
\]

Observing (62), we can notice that a ‘classic’ non-coherent FSK demodulator (envelope detector) cannot be directly applied for demodulating the received signal, due to the presence of the unknown term \(e^{j\hat{\phi}_{mod}}\). Equation (62) can be rewritten as
\[
\tilde{y}[k] = \frac{\tilde{m}_{mod}}{2} e^{j(2\pi F_i kT_s + \Phi') \hat{\phi}_{mod}} + \tilde{m}_{mod} e^{-j(2\pi F_i kT_s + \Phi' - \hat{\phi}_{mod})} + n[k].
\]

Thus the received signal is a sum of two complex exponentials, of frequencies \(F_i\) and \(-F_i\), respectively, and unknown phases \((\Phi' + \hat{\phi}_{mod})\) and \((-\Phi' + \hat{\phi}_{mod})\). Any two exponentials with frequencies \(\pm F_0\), \(\pm F_1\) are orthogonal (24), and a correlation demodulator that exploits the orthogonality can be used for demodulation. For one bit duration \(T_s\), a bank of correlation demodulators processes \(L = T/T_s\) samples and yields the
\[1\]DC-blocking can be implemented by estimation and removal of the received signal’s mean value \(\delta \{y(t)\}\).
Fig. 6. Backscatter FSK signal processing chain. After CFO compensation and DC-blocking, the complex baseband signal is correlated against ±F_0, ±F_1 for L samples, which correspond to one bit duration T. Then, the correlator outputs are sampled and detection is performed on the samples.

The statistics are

\[
\begin{align*}
  r_0^- &= \sum_{k=0}^{L-1} \tilde{y}[k] e^{-j2\pi F_0 kT_s} \\
  &= \frac{\tilde{n}_{\text{mod}}}{2} \sum_{k=0}^{L-1} e^{j2(\pi(F_1 - F_0)kT_s + \Phi' + \hat{\Phi}_{\text{mod}})} + \frac{\tilde{n}_{\text{mod}}}{2} \sum_{k=0}^{L-1} e^{-j2(\pi(F_1 + F_0)kT_s + \Phi' - \hat{\Phi}_{\text{mod}})} \\
  &= \frac{\tilde{n}_{\text{mod}}}{2} \sum_{k=0}^{L-1} e^{j2(\pi(F_1 - F_0)kT_s + \Phi' + \hat{\Phi}_{\text{mod}})} + n_0^- ,
\end{align*}
\]

Notice that the sum of the “fast” exponential with frequency F_1 + F_0 is approximated by zero. Also, notice that the noise term \(\tilde{y}'[k] \overset{\Delta}{=} n[k] e^{\pm j2\pi F_0 kT_s}\) follows the same distribution with \(n[k]\), i.e. it is circularly-symmetric Gaussian. The other correlator statistics are:

\[
\begin{align*}
  r_0^+ &= \sum_{k=0}^{L-1} \tilde{y}[k] e^{-j2\pi F_0 kT_s} \\
  &= \frac{n_{\text{mod}}}{2} \sum_{k=0}^{L-1} e^{-j2(\pi(F_1 - F_0)kT_s + \Phi' - \hat{\Phi}_{\text{mod}})} + n_0^+ , \\
  r_1^- &= \sum_{k=0}^{L-1} \tilde{y}[k] e^{-j2\pi F_1 kT_s} \\
  &= \frac{n_{\text{mod}}}{2} \sum_{k=0}^{L-1} e^{j2(\pi(F_1 + F_0)kT_s + \Phi' + \hat{\Phi}_{\text{mod}})} + n_1^- , \\
  r_1^+ &= \sum_{k=0}^{L-1} \tilde{y}[k] e^{j2\pi F_1 kT_s} \\
  &= \frac{n_{\text{mod}}}{2} \sum_{k=0}^{L-1} e^{-j2(\pi(F_1 - F_0)kT_s + \Phi' - \hat{\Phi}_{\text{mod}})} + n_1^+ .
\end{align*}
\]

When bit ‘1’ is transmitted, the received signal has frequency F_1 and thus, the statistics are

\[
\begin{align*}
  r_0^+ &= n_0^+ , & r_1^+ &= \frac{n_{\text{mod}}}{2} e^{j(\Phi' + \hat{\Phi}_{\text{mod}})} + n_1^+ , \\
  r_0^- &= n_0^- , & r_1^- &= \frac{n_{\text{mod}}}{2} e^{-j(\Phi' - \hat{\Phi}_{\text{mod}})} + n_1^- .
\end{align*}
\]

On the contrary, when bit ‘0’ is transmitted, the received signal has frequency F_0 and thus, the statistics are

\[
\begin{align*}
  r_0^+ &= \frac{n_{\text{mod}}}{2} e^{j(\Phi' + \hat{\Phi}_{\text{mod}})} + n_0^+ , & r_1^+ &= n_1^+ , \\
  r_0^- &= \frac{n_{\text{mod}}}{2} e^{-j(\Phi' - \hat{\Phi}_{\text{mod}})} + n_0^- , & r_1^- &= n_1^- .
\end{align*}
\]

Exploiting the statistics at the output of the demodulator, we make use of the detector

\[
 z_1 \overset{\Delta}{=} |r_1^+|^2 + |r_1^-|^2 \geq |r_0^+|^2 + |r_0^-|^2 \overset{\Delta}{=} z_0 .
\]

C. CFO Compensation for FSK Receiver

Consider (66) with a non-zero CFO \(\Delta F\). Then \(y(t)\) will be a signal of frequency ±F_0 ± ΔF or ±F_1 ± ΔF; thus it can not be directly correlated against the frequencies ±F_0 and ±F_1. The CFO has to be compensated for successful demodulation and detection. For a limited number of bits, where the CFO may be considered static, a per-packet CFO estimation can be achieved using fast fourier transform (FFT) techniques. The periodogram of each packet is calculated with a high frequency resolution \(dF \overset{\Delta}{=} F_s/N_F\), where \(N_F\) is the number of FFT points, such that \(dF < 1/T\). The CFO is estimated by finding the periodogram peak (which corresponds to the transmitted carrier), and is cancelled out by shifting the periodogram to DC. It is noted that for ultra low-bitrate scenarios where \(T\) is maximized, \(N_F\) has to be large for achieving a high frequency resolution. This requires a long processing time, which may be prohibitive in some scenarios. In the case that longer tag transmissions are required (i.e. in applications with long data sequences), the CFO may change within a packet, and thus the periodogram-based estimation is not a valid option. In such cases, a frequency tracking
loop should be utilized, to constantly track carrier changes and remove the unwanted CFO term.

IV. BER PERFORMANCE

A. OOK

BER calculation for the approximate, high-CSR detector of Eq. (48) is given by:

\[
\Pr(e_{\text{approx}}) = \frac{1}{2} \Pr(e|H_1) + \frac{1}{2} \Pr(e|H_0)
\]

\[
= \frac{1}{2} \Pr(R < \eta_1|H_1) + \frac{1}{2} \Pr(R \geq \eta_1|H_0)
\]

\[
= \frac{1}{2} \mathbb{E}[R_{\text{sh},2L,\sigma_2^2}(\eta_1)] + \frac{1}{2} \mathbb{E}[1 - R_{\text{sh},2L,\sigma_2^2}(\eta_1)]
\]

\[
= \frac{1}{2} \left[ \frac{1}{2} Q_L \left( \frac{s_n}{\sigma_n} \sqrt{\eta_1} \right) + \frac{1}{2} Q_L \left( \frac{s_n}{\sigma_n} \sqrt{\eta_1} \right) \right].
\]

(75)

Similarly, BER for the heuristic detector is given by:

\[
\Pr(e_{\text{heuristic}}) = \frac{1}{2} \Pr(R < \eta_2|H_1) + \frac{1}{2} \Pr(R \geq \eta_2|H_0).
\]

Notice that \( \eta_2 \) is preambles-dependent, and therefore, is a random threshold. When the threshold is based on \( N \) equiprobable ‘0’s and ‘1’s, it can be written in the following form:

\[
\eta_2 = \sum_{i=0}^{N_r-2} \sum_{l=0}^{L-1} (X_{i,l}^2 + X_{Q,i,l}^2) + \sum_{i=N_r/2}^{N_r-1} \sum_{l=0}^{L-1} (X_{i,l}^2 + X_{Q,i,l}^2),
\]

(77)

\[
\eta_2 \sim N(0, \frac{\sigma_n^2}{N_p}), \quad i = 0, \ldots, N_p/2 - 1, \forall l, \\
X_{i,l} \sim N(\frac{\eta_y}{\sqrt{N_p}}, \frac{\sigma_n^2}{N_p}), \quad i = N_p/2, \ldots, N_p - 1, \forall l, \\
X_{Q,i} \sim N(\frac{\eta_y}{\sqrt{N_p}}, \frac{\sigma_n^2}{N_p}), \quad i = 0, \ldots, N_p/2 - 1, \forall l, \\
X_{Q,i} \sim N(\frac{\eta_y}{\sqrt{N_p}}, \frac{\sigma_n^2}{N_p}), \quad i = N_p/2, \ldots, N_p - 1, \forall l.
\]

\( \mathcal{N}(\mu_i, \sigma_i^2) \) denotes the (real) normal pdf, with (real) mean \( \mu_i \) and variance \( \sigma_i^2 \) and \( \eta_y, \eta_y \) denote the values of \( \eta_y \) when bit ‘0’ or bit ‘1’ is transmitted, respectively. The above also assume that \( N_p \) is an even number. Then, \( \eta_2 \) follows the non-central Chi-squared distribution with \( 2N_pL \) degrees of freedom and non-centrality parameter \( s_{\eta_2} \) given by:

\[
s_{\eta_2}^2 = L \frac{a^2 + b^2}{2},
\]

(78)

which is independent of \( N_p \). Thus, the pdf of \( \eta_2 \) is given by:

\[
f_{\eta_2}(\eta_2|s_{\eta_2}, 2NL, \sigma_{\eta_2}^2) = \left( \frac{1}{2\pi \sigma_{\eta_2}^2} \right)^{\frac{NL-1}{2}} \exp \left( -\eta_2^2 / 2\sigma_{\eta_2}^2 \right)
\]

\[
\times I_{N_pL-1} \left( \sqrt{\eta_2} \frac{s_{\eta_2}}{\sigma_{\eta_2}} \right), \quad \eta_2 \geq 0,
\]

(79)

where \( \sigma_{\eta_2}^2 = \sigma_n^2 / N_p \). We can now calculate the probabilities \( \Pr(R < \eta_2|H_1) \) and \( \Pr(R \geq \eta_2|H_0) \) using the law of iterated expectation:

\[
\Pr(R < \eta_2|H_1) = \mathbb{E}[\Pr(R < \eta_2|H_1, \eta_2)]
\]

\[
= \int_0^\infty Q_L \left( \frac{s_n}{\sigma_n} \sqrt{\eta_2} \right) f_{\eta_2}(\eta_2|s_{\eta_2}, 2NL, \sigma_{\eta_2}^2) d\eta_2. \quad (80)
\]

Similarly,

\[
\Pr(R \geq \eta_2|H_0) = \mathbb{E}[\Pr(R > \eta_2|H_0, \eta_2)]
\]

\[
= \int_0^\infty Q_L \left( \frac{s_n}{\sigma_n} \sqrt{\eta_2} \right) f_{\eta_2}(\eta_2|s_{\eta_2}, 2NL, \sigma_{\eta_2}^2) d\eta_2. \quad (81)
\]

Substituting the two above terms in (76), the BER of the heuristic detector becomes:

\[
\Pr(e_{\text{heuristic}}) = \frac{1}{2} - \frac{1}{2} \mathbb{E} \left[ Q_L \left( \frac{s_n}{\sigma_n} \sqrt{\eta_2} \right) - Q_L \left( \frac{s_n}{\sigma_n} \sqrt{\eta_2} \right) \right]. \quad (82)
\]

B. FSK

Under \( H_1 \) (bit ‘1’ transmitted) the statistics at the correlator outputs are distributed as shown below [24]:

\[
r_0^+ \sim \mathcal{CN}(0, 2\sigma_0^2 L),
\]

(83)

\[
r_0^- \sim \mathcal{CN}(0, 2\sigma_0^2 L),
\]

(84)

\[
r_1^+ \sim \mathcal{CN}(\frac{\hat{m}_\text{mod} L}{2} e^{-j(\Psi - \hat{\phi}_\text{mod})}, 2\sigma_n^2 L),
\]

(85)

\[
r_1^- \sim \mathcal{CN}(\frac{\hat{m}_\text{mod} L}{2} e^{-j(\Psi - \hat{\phi}_\text{mod})}, 2\sigma_n^2 L). \quad (86)
\]

Then \( z_0 = |r_0^+|^2 + |r_0^-|^2 \) is the sum of 4 squared zero-mean Gaussian random variables, each with variance \( \sigma^2 = \sigma_n^2 L \). Thus \( z_0 \) follows a Chi-squared distribution with 4 degrees of freedom [26]:

\[
f_{z_0}(z_0|\sigma^2, H_1) = \frac{z_0}{4\sigma^2} \exp \left( -\frac{z_0}{2\sigma^2} \right), \quad z_0 \geq 0 \quad (87)
\]

\[
F_{z_0}(z_0|\sigma^2, H_1) = 1 - \exp \left( -\frac{z_0}{2\sigma^2} \right) \left( 1 + \frac{z_0}{2\sigma^2} \right). \quad (88)
\]

The random variable \( z_1 = |r_1^+|^2 + |r_1^-|^2 \) is the sum of 4 squared non-zero-mean Gaussian random variables, each with variance \( \sigma^2 = \sigma_n^2 L \). Then \( z_1 \) follows a non-central Chi-squared distribution with 4 degrees of freedom. We determine the non-centrality parameter \( s^2 \) as follows:

\[
s^2 = \frac{\hat{m}_\text{mod} L}{2} e^{+j(\Psi - \hat{\phi}_\text{mod})} + \frac{\hat{m}_\text{mod} L}{2} e^{-j(\Psi - \hat{\phi}_\text{mod})} \quad (89)
\]

The PDF and CDF of \( z_1 \) are:

\[
f_{z_1}(z_1|s^2, \sigma^2, H_1) = \frac{z_1 + s^2}{2\sigma^2} \exp \left( -\frac{z_1 + s^2}{2\sigma^2} \right) I_1 \left( \sqrt{\frac{z_1}{\sigma^2}} \right), \quad (90)
\]

\[
F_{z_1}(z_1|s^2, \sigma^2, H_1) = 1 - Q_2 \left( \frac{s}{\sigma} \sqrt{\frac{z_1}{\sigma^2}} \right), \quad z_1 \geq 0. \quad (91)
\]
The probability of correct decision under $H_1$ is

$$\Pr(c|H_1) = \Pr(z_0 \leq z_1|H_1) = \int_{z_1}^\infty F_{z_0|H_1}(z_1|H_1) dz_1$$  \hspace{1cm} (93)$$

Then the probability of error is

$$\Pr(e) = \Pr(e|H_0) = \Pr(e|H_1) = 1 - \Pr(c|H_1).$$  \hspace{1cm} (94)$$

V. NUMERICAL RESULTS

A. OOK

Fig. 7 shows the performance of the approximate-ML detector of Eq. (48). SNR and CSR quantities follow the definitions of Section III-A. It can be seen that analysis matches simulation results. More importantly, for large SNR values the performance of the approximate detector coincides with the performance of the optimal ML detector, even for low CSR value of 0 dB. For higher CSR values, on the order of 10 dB, the performance gap between the two detectors is reduced, even for low SNR values. This is important, since, in practical setups, the calculation of the respective Bessel function may not be practical. Thus, it is concluded that the approximate detector of Eq. (48) is near-optimal. It is also seen that for a given SNR value, the increase in CSR (and thus in CNR also) improves BER performance for the particular detector.

That is an interesting result which directs optimization of the carrier power scattered from the tag towards the receiver and it is in sharp contrast to conventional tag design principles applied so far, that aim to optimize SNR only. Thus, tag design should aim to maximize not only SNR but also CNR (the values $a, b$, and respectively the CSR), when receiving architectures of this work are planned. Practical ways to design tags that adhere to the above design rules (both SNR and CNR maximization) can be found in [13].

Fig. 9 compares the near-optimal, approximate ML detector with the heuristic detector, based on their BER performance. It can be seen that for larger values of the CSR, the heuristic detector approaches the performance of the near-optimal, with a performance penalty of less than 0.5 dB. The advantage of the heuristic detector is its simple threshold calculation, which does not require knowledge of the noise variance or the values $a, b$, and can be acquired using a series of pilot symbols, provided that the channel will not change during the detection (i.e. the threshold will be estimated on preamble bits and utilized on data under the same channel conditions).
B. FSK

The probability of error for backscatter FSK is shown in Fig. 10. The SNR follows the definition of Section III-B. Analysis BER of Eq. (94) perfectly matches with simulation, with no CFO between the carrier emitter and the receiver. Next, we characterize the performance of the FSK receiver in the presence of CFO. According to Section III-C, a strong DC term has to be received for successful CFO estimation (Eq. (54)). In most scenarios, a strong carrier will be available at the receiver from the emitter-to-reader path (Fig. 2), and thus carrier recovery will be successful. However, in the case of emitter-to-reader path blockage (i.e. \( \alpha_{CR} = 0 \)), no DC component from the emitter will be available at the reader. Then the only factor that will contribute a DC to the reader will be the unmodulated carrier reflected by the tag due to the antenna structural mode.

To minimize BER, the condition \(|\Gamma_0 - \Gamma_1| = 2\) must hold for semiservative tags, as stated in [13]. Without loss of generality, the values \( \Gamma_0 = 1 \) and \( \Gamma_1 = -1 \) are chosen for the simulations. Recall from Eq. (54) that the backscattered DC amplitude is \(|A_s - (\Gamma_0 + \Gamma_1)/2|\). For the specific value pair of reflection coefficients, the DC will relate directly to \(|A_s|\), which will determine the backscattered carrier power. To show the necessity of tag design with respect to \( A_s \), several values of \( A_s \) are tested; the values are \( A_s = 0.6047 + j0.5042 \) with \(|A_s| \approx 0.78\), \( A_s = 0.2954 - j0.0524 \) with \(|A_s| = 0.3\), and \( A_s = 0.1593 - j0.1209 \) with \(|A_s| = 0.2\). It can be seen that as \(|A_s|\) grows, the BER drops faster and approaches the theoretical curve, due to higher CFO estimation accuracy (due to stronger scattered carrier). This essentially suggests that the antenna structural mode is an important parameter to look after during tag design along with the pair of \( \Gamma_0, \Gamma_1 \) values. For the proposed FSK receiver, the tag designer should try to maximize \(|A_s - (\Gamma_0 + \Gamma_1)/2|\). This could be achieved by either choosing appropriate \( \Gamma \)-values for a given \( A_s \) value, or by designing an antenna with an appropriate \( A_s \) value for a given pair of \( \Gamma_0, \Gamma_1 \). In either case, it is directed that antenna parameters and antenna load values should be taken jointly into account to maximize the receiver's BER performance.

C. Modulation Comparison

The two modulation schemes are compared in terms of BER performance in Fig. 11. The carrier emitter power (in dBm) is used as reference, since the SNR definitions differ for OOK and FSK, according to Eq. (39) and Eq. (63). The noise variance is the same for both modulation schemes. For OOK, the approximate-ML detector is used, and for FSK the periodogram-based CFO compensation technique is chosen. The tag’s reflection coefficients are \( \Gamma_0 = 1, \Gamma_1 = -1 \) and the structural term is \( A_s = 0.6047 + j0.5042 \) (realistic antenna value from [13], [29]). The figure depicts the average BER for each modulation after 500,000 experiments. For each experiment, random channel and carrier phases are generated, and CFO is considered steady for only a small number of consecutive bits (\( N = 50 \)). Three different scenarios are presented, for three values of the emitter-to-reader channel factor: \( \alpha_{CR} = 0.4 \), \( \alpha_{CR} = 0.01 \), and \( \alpha_{CR} = 0 \).

Interestingly, it is observed that for OOK, as the emitter-to-reader channel factor drops (i.e. more attenuation), the BER drops faster. This is due to the BER averaging; recall from Eq. (39) that the SNR for OOK depends on the quantities \( a \) and \( b \) which are the magnitude values of the noiseless component of Eq. (33). These values vary randomly among the experiments due to the random channel phases they incorporate, and thus the SNR varies also. There are phase combinations that will cause the SNR of Eq. (39) to drop, which leads to (average) BER degradation.\(^4\)

That is not the case for FSK. Notice that for the latter, the BER performance is the same for any channel factor \( \alpha_{CR} \). Thus, FSK is a more robust communication scheme.

\(^4\)If one thinks the values in Eq. (33) as vectors on the complex plane, for certain (random) phases, antipodal vectors may occur that cancel out, thus yielding a small magnitude vector. This reflects to a small value of \( a \), and thus, a small CSR.
for the backscatter link, as it is immune to the channel conditions changes. Moreover, FSK fits perfectly to the concept of backscatter sensor networks, since it accounts for multiple access via frequency division multiplexing (FDM). Each sensor occupies specific, predefined subcarriers and does not collide with other sensors. Thanks to the low bitrate, the bandwidth for each sensor is very narrow, which allows many tags to be fitted in a given frequency band. FSK however, requires extra processing for CFO estimation which can be an intensive task if high FFT resolution is desired. Nevertheless, it is still preferred over OOK (which requires no intensive processing for CFO compensation), because of the “stable” BER performance at different channel conditions.

VI. ACHIEVED RANGES

Range measurements were conducted outdoors with a bistatic scatter radio setup. An RF tag was set to modulate data using the FSK modulation scheme, at 1kbps bitrate. A carrier emitter, with +13dBm transmit power at 867MHz, was used to illuminate the tag. The whole reception and signal processing was done with a commodity USRP software defined radio and a PC running custom receiver scripts. The maximum BER value measured was 5%, which for the low-bitrate scenario examined corresponds to exactly 1 erroneous bit in a packet of $N = 20$ bits in total. It is noted that all the antennas were omnidirectional on the emitter, tag, and reader. In Fig. 12 four different setups are presented, with their corresponding measurements. First, a tag is placed at the vicinity of the carrier emitter for different given emitter-to-reader distances. Next, the tag is again placed at the vicinity of the carrier emitter, in a way that the tag-to-reader distance is longer than the emitter-to-reader distance. Then, the tag is placed at the vicinity of the reader. Finally, a triangle topology is tested so as to fully characterize the effective range performance on a field.

The results are more than encouraging. For an emitter-to-reader distance of more than 134 meters, a tag may be successfully decoded up to 4 meters away from the emitter. In the uppermost table (Fig. 12), it can be seen that as the emitter-to-reader distance decreases, the tags can be decoded successfully at much longer distances. As an example, for an emitter-to-reader distance of 48 meters, tags may be decoded successfully at 16 meters away from the emitter. In the second table, it can be seen that the tag may reach up to 14 meters behind the emitter for the same emitter-to-reader distance. The aforementioned essentially mean that tags are successfully decoded in an elliptical-like cell around the carrier emitter. For the same topology, when the tag is closer to the reader, the aforementioned justify the concept of cellular backscatter

![Fig. 12. Achieved ranges for several bistatic setups.](image-url)
architectures, where multiple carrier emitters may be placed on a field to form carrier-illuminated cells where tags reside. By strategically placing the carrier emitters, a scatter radio network can be formed and a large field coverage can be achieved, with only one reader.

There is rich prior art research for multiple access schemes in such scatter radio networks. Since each tag in a cell can be allocated its own, unique subcarriers, FDM can be achieved among the tags in a cell. Theoretical analysis in [30] studies the impact of randomly allocating the tag subcarrier frequencies in such an FDM scenario. The outage probability can be calculated given the number of tags in a cell. To avoid interference between adjacent cells, the carrier emitters shall utilize a time division multiplexing (TDM) scheme. This is made possible if the carrier emitters come in the form of low-cost WSN nodes that can be coordinated centrally by the reader. In that way, the cells may be activated in a round-robin manner to read each cell’s tags. The concept of the FDM scheme is described in [31], [32]. In those works, a first of a kind backscatter sensor network (BSN) is demonstrated, where the sensors utilize analog frequency modulation (FM), in contrast with this work, where digital FSK modulation was presented. Nevertheless, that FDM scheme perfectly applies for both analog FM and the digital FSK scatter radio communication scheme presented in this paper.

VII. CONCLUSION

This work presented the bistatic scatter radio system, which can be utilized to build large scale low-cost and low-power backscatter sensor networks with extended field coverage. The complete signal model was derived for the bistatic link, taking into account important tag microwave parameters. Two tag modulation schemes for information transmission were presented (OOK and FSK) and receivers were derived for both. The proposed receivers were characterized in terms of BER performance and the two modulation schemes were compared under different channel conditions. It was shown that a tag and its corresponding receiver are tied together and should be cross-designed to ensure performance maximization, contrary to common belief in the backscatter/RFID field. All parameters should be taken into account while designing scatter radio tags, combining knowledge from the electromagnetics field (antenna load selection, antenna structural mode) and the communication field (tag modulation scheme, receiver processing). Experimentation for the proposed system was conducted with commodity SDR, to test range performance of the bistatic architecture. Ranges of more than 130 meters were achieved (at +13dBm transmission power), demonstrating that ultra-simple, single transistor front-ends are feasible for low bitrate communication. Thus, bistatic scatter radio can be regarded as a key technology enabler for large-scale, ultra low-cost and low-power WSNs.
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