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and a Few Low-Cost Backscattering Tags
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Abstract

Backscatter radio utilizes the reflection that an electromagnetic wave undergoes when it impinges

an unmatched-to-a-load antenna, in order to achieve ultra-low-power communication. This work ex-

ploits principles commonly found in the ultra-low-power, backscatter communication literature, offering

multi-element array functionalities to a single-antenna receiver. A small number of simple, switching

backscattering tags deployed in space, emulate a distributed, multi-element antenna array by copying

a transmitter’s signal to distinct frequency bands. A receiver can then obtain independent observations

of the same signal by discriminating said bands. Using the backscatter tag-based array, the direction of

arrival (DoA) estimation problem is addressed without the cost of multiple RF front ends or hardware

modifications, at either end of a wireless communication link. The feasibility of the idea was examined

through both simulations and experimental deployments. An absolute error of ≈ 20 degrees was observed

when utilizing 5 custom-built backscattering tags, while simulations showed that more than 10 tags can

offer error of less than 5 degrees.

Index Terms

Backscatter Radio, Direction of Arrival Estimation, Antenna Arrays.

I. INTRODUCTION

Backscatter radio is a paradigm for achieving communication in an ultra-low-power, ultra-low-

complexity manner. Backscatter radio techniques exploit the reflection that an electromagnetic

wave undergoes when it impinges an unmatched-to-a-load antenna [2]. The last can be exploited
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so as to achieve ultra-low-complexity signal conditioning tasks in the passband, just by alternating

the termination of an antenna. The ultra-low-complexity & ultra-low-power nature of backscatter

radio allows for ultra-low-cost devices.

A prominent application example of backscatter radio principles is commercial radio frequency

identification (RFID) and relevant tags [3]. A reader provides an “illuminating” carrier signal,

which, due to the backscattering operation of the RFID, will be reflected while carrying RFID’s

information “on top” of it. In addition to acting as “illumination”, said carrier signal provides

power to the tags which is harnessed using RF energy harvesting. RFID systems represent a

case of monostatic backscatter radio deployments, where the illuminator and the receiver of the

backscattered signals are co-located. Cases of bistatic (where the illuminator is dislocated from

the receiver) backscatter radio for RFID interrogation also exist and have been examined by both

industry and academia [4]–[7].

Due to its ultra-low-power & complexity character, backscatter radio has been recently ex-

ploited as a building block for IoT devices and wireless sensor networks [8], [9]. Examples of

bistatic backscatter radio-based communication links and sensor network (operating at either dig-

ital or analog communication regime) deployments can be found in [10]–[12] (analog backscatter

communication), [13]–[19] (digital backscatter communication). Cases of utilizing signals pre-

existing in the environment for illumination (signals from FM or TV stations), namely cases of

ambient backscatter, have been examined in [20]–[24] and references therein.

Besides achieving ultra-low-power communication, backscatter radio techniques have been

recently exploited for purposes of manipulating the propagation environment [25]–[28]. A (usu-

ally) large number of controllable, reflective/backscattering elements can be deployed in a large

surface. Said elements can be controlled so as to reflect an impinged signal and “focus” it at

a specific location. A transmitter-receiver link can then be benefited (in terms of SNR or rate,

for example) given that the receiver is located at the aforementioned location. These devices are

commonly mentioned in the literature as reconfigurable intelligent surfaces (RIS). Implementation

of such systems can be found in [29]–[33] and references therein.

RISs try to solve a problem that would otherwise require either a form of an active relaying

system or beamforming capabilities at the transmitter (or the receiver). If conventional beam-

forming was to be adopted, multiple RF front ends would be required. Multiple RF front ends

increase both the transmitter’s (or receiver’s) complexity as well as its monetary cost. In addition,

it’s not only beamforming that requires the existence of a number of RF front ends. A large
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number of algorithms solving a variety of problems, e.g., direction of arrival estimation (DoA)

estimation, multiple-input multiple output (MIMO) communication, require access to multiple

observations of a signal. Towards that direction, recent studies have demonstrated the ability of

a RIS to become a MIMO “transmitter”/modulator [34] and also act as a distributed array to

perform target DoA estimation using a single antenna receiver [35].

Parasitic antenna arrays have also been proposed so as to mitigate the complexity associated

with conventional antenna arrays and multiple RF front ends. Examples of such parasitic arrays

are the switched parasitic antennas (SPAs) and electronically steerable passive array radiators

(ESPARs) [36]–[38]. In such systems, a number of parasitic antenna elements are dynamically

terminated with variable loads that are placed near a single active/driven element. Sufficient

coupling is assured by placing the parasitic elements in the λ/2 vicinity of the active element.

Given stimulation of the driven element, parasitic arrays can produce different radiation patterns

by altering the termination of their parasitic elements. The operation resembles backscatter radio

with the difference lying in the level of coupling between the transmitter (driven elements) and

the backscattering device/tag (parasitic elements).

In addition to beamforming [39], using such antenna systems, MIMO communication [37],

[38], [40], [41], multiplexing [42] and other problems requiring statistical signal processing [43],

can also be solved without multiple RF front ends. An SPA for an RFID reader was designed

in [44]. The circuitry of the parasitic element was wirelessly powered by the driven element,

altering the parasitic load periodically.

The problem of direction of arrival (DoA) estimation was solved in [43] using a single active

element (single receiving front-end) and a number of parasitics. MIMO gains were demonstrated

in [38, Chap. 5], using a virtually rotating antenna. Due to the Doppler effect, a virtually rotating

antenna allows for multiple “copies” of an impinged signal to appear in the frequency domain,

converting spatial diversity or multiplexing (offered by a conventional antenna array) to frequency

diversity (or multiplexing). Problems that would otherwise require conventional, multi-RF front

end arrays, can be solved with parasitic arrays using a single RF front end. Despite lowering the

complexity associated with a number of RF front ends, parasitic arrays require modifications in

either the transmitter and/or the receiver of a communication system.

Motivated by the aforementioned ideas and their limitations, this work examines whether

backscatter radio techniques, conventionally applied for solving ultra-low-power wireless com-

munication problems [9], can be applied to problems requiring multiple antennas. A method
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is proposed where the spatial diversity offered by a (centralized) antenna array is traded for

frequency diversity offered by a deployment of a small number of single antenna, simple,

switching backscattering tags. Due to the switching operation of said low-cost tags, a transmitter’s

signal is “copied”/relayed in distinct bands in the frequency domain [45]. A single antenna

receiver can then discriminate the signals in the frequency domain and acquire independent

observations of the transmitter’s signal. Thus, problems requiring multiple antennas can be solved

in a low-complexity manner using a single antenna receiver and multiple low-cost backscattering

tags, at the expense of frequency bandwidth.

To the best of the authors’ knowledge, this is the first time that backscatter radio is used

in such unconventional manner: the tags act as a distributed array that aids a single antenna

receiver in the direction of solving a problem requiring multiple antennas. While, as discussed

earlier, a number of problems requiring multi-antenna processing can be cast and solved using the

proposed multi-tag, backscatter switching-based solution, the problem of finding the direction of

arrival (DoA) of a source’s/transmitter’s signal will be considered. Exploiting backscatter radio-

based solutions to such problem(s), can allow for lower complexity and cost, by omitting the

requirement for high-cost, multi-antenna receivers.

In contrast to the parasitic array approach, the proposed method does not require any modi-

fications on the existing infrastructure i.e., modifying a single antenna receiver (or transmitter)

to facilitate and control a small number of parasitic elements (in the vicinity of a single active

element). Contrary to a RIS-based approach, the deployment of a small number of backscattering

tags does not require large surfaces with thousands of elements and a centralized controller to

manipulate them. With the proposed method, tags pre-existing in the considered space, e.g., for

purposes of wireless sensing (through a backscatter radio-based, wireless sensor network) or

even future RFID tags, can offer multi-antenna “services” at a single-antenna receiver.

The contributions of the work are summarized below:

• A method is proposed - for the first time to the best of the authors’ knowledge - that “con-

verts” a small number of simple, low-cost, switching backscattering tags into a distributed

antenna array. Switching tags “relay” a transmitter’s signal in multiple frequency bands,

offering multiple independent observations to a single antenna receiver. In that way, no

conventional antenna array is required at the receiver.

• The proposed idea was experimentally demonstrated in a classic multi-antenna problem,

namely DoA estimation of a single RF source, using a small number of backscattering tags.
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• Contrary to related RIS literature, the proposed approach does not require a large number

of reflective elements and associated controllers, but instead a small number of simple

backscattering tags. In addition, compared to relevant studies, the derived signal model

is detailed, including many relevant parameters, experimentally tested under real-world

conditions.

• Contrary to related parasitic antenna array literature, the proposed approach assumes dis-

tributed in space, wireless backscattering tags (rather than closely-placed parasitic elements)

and requires - in principle - no hardware modifications at either end of a wireless commu-

nication link.

• A small number of backscattering tags were designed and built. The proof-of-concept

scenario was tested under realistic indoor conditions, offering results in terms of mean

absolute error (MAE).

The benefits of the proposed backscatter tag-based idea come at the cost of requiring bandwidth

(for facilitating the “copies” of a transmitter’s signals) and (as will be discussed in detail in

subsequent chapters) means for (coarsely) synchronizing the operation of the backscattering tags.

The locations of the backscattering tags must also be known, though in a non-exact manner. As

the system was experimentally evaluated, the aforementioned requirements have proven to be

tractable under real-world conditions. It is expected for the proposed idea not be suited for every

application, but rather to pose as an alternative to tools (RISs, ESPAR) that are considered in

applications with the previously discussed, hardware constraints.

The rest of the work is organized as follows. The system model is offered in Sec. II, while the

processing allowing for the backscattering tags to act as a distributed array and estimate the DoA,

is described in Sec. III. In Sec. IV details regarding the implementation of the backscattering

tags and the single antenna receiver are given. Results of examining the performance of the

system are offered in Sec. V. Finally, work is concluded in Sec. VI.

II. SYSTEM MODEL

A. Setup

Backscatter radio is used in the setup depicted in Fig. 1, in order to assist the estimation of

the DoA of a signal originating from a RF source. The RF source emits, in the general case,

modulated signals. A number of single-antenna, low-cost backscattering tags are deployed in the

area between the RF source and a single-antenna receiver. The latter captures both the signal
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Fig. 1: Use of a number (M = 2) of low cost backscattering tags, along with a single antenna

receiver, to estimate the angle of arrival of signal.

originating from the RF source as well as the backscattered signals, resulting from the operation

of the tags. The goal for the receiver-tags system is to find the DoA of the signal stemming

from the RF source.

A conventional approach to such estimation problem involves the use of an antenna array at

the receiver. The outputs of such antenna array would be subsequently used by an appropriate

algorithm to obtain the required estimate [46]. However, such conventional multi-antenna receiver

requires a number of relatively expensive and complex RF front-ends (e.g., with designs that

guarantee synchronized carrier frequency and phase among the receiving antenna elements). In

the following, a method will be described so as to solve the DoA estimation problem, using a

number of low-cost, wireless backscattering tags and a single-antenna receiver.

It is assumed that M backscattering tags are used. The source’s signal is modelled as

<
{
m(t) e j2πFct

}
(where Fc the carrier frequency and m(t) the complex baseband envelope)

and arrives at each tag m after time-of-flight τm:

τm = τR −∆τm, ∆τm =
dmcos

(
φ(m) − θ

)
c

, (1)

where τR = dR/c is the source-to-receiver propagation delay (Fig. 1), dR is the source-to-

receiver distance, c is the speed of light, tag-to-receiver distance is denoted by dm and φ(m)

is the associated angle. The angle of arrival of the wavefront (signal of the RF source as it

propagates in space) w.r.t. the receiver is denoted by θ (Fig. 1).
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The impinged signal at tag m can be then expressed as follows [47]:

<{cm(t)} = <
{
amm(t− τm) e j2πFc(t−τm)

}
=<

{
amm(t− τm) e j2πFcte−jφCRe j2π

dmcos(φ(m)−θ)
λ

}
, (2)

where am is the amplitude attenuation of the transmitter-to-mth tag link and φCR = 2πFcτR.

It is further assumed that the signal emitted by the RF source is narrowband; in that way,

m(t) ≈ m(t− τm) , ∀ m ∈ {1, . . .M}. Then, Eq. (2) can be simplified as follows:

<{cm(t)}≈<

{
amm(t) e j2πFcte−jφCRe j2π

dmcos(φ(m)−θ)
λ

}
, (3)

and thus, its complex baseband equivalent is given by:

c̃m(t)≈ amm(t) e−jφCRe j2π
dmcos(φ(m)−θ)

λ = am m(t) e−jφCR hm(θ) , (4)

where hm(θ)
4
= e j2π

dmcos(φ(m)−θ)
λ .

It is noted that, while subsequent derivation steps assume the presence of a single line-of-sight

(LOS) path, the signal model was simulated under the presence of statistical multipath compo-

nents (block fading for Ns processing slots). Said statistical components were superimposed to

the LOS path, for all the involved links during simulations.

B. Tags Switching Between Loads

A backscattering tag reflects the signal that impinges on its antenna by alternating the load

that terminates the latter [8]. More specifically, assuming that signal <{cm(t)} illuminates the

antenna of tag m, then the tag will backscatter a signal which can be modelled as follows [9]:

<
{
c̃m(t) sm

(
A(m)

s − Γm(t)
)}
, (5)

where sm ∈ (0, 1) is a variable quantifying the ability of the tag to scatter the impinged

power, commonly referred to as scattering efficiency; A(m)
s is the structural mode term, a load-

independent parameter defined by the tag’s antenna physical characteristics [48]; Γm(t) is the

reflection coefficient of the antenna-load Zm(t) system at time instant t:

Γm(t) =
(Zm(t)− Z∗a)

(Zm(t) + Za)
, (6)

where Za is the characteristic impedance of the tag’s antenna.
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Using an RF switch, each tag alternates the termination of its antenna between two loads

(resulting in Γm(t) ∈
{

Γ
(m)
0 ,Γ

(m)
1

}
) at a rate F

(m)
sw = 1/T

(m)
sw Hz. The process can be

mathematically modelled as follows:

x
(m)
tag (t) = A(m)

s − Γm(t) =

(
A(m)

s − Γ
(m)
0 + Γ

(m)
1

2

)
+

Γ
(m)
0 − Γ

(m)
1

2
b(m)(t) , (7)

where b(m)(t) ∈ {−1, 1}. Using Fourier series analysis, squarewave b(m)(t) can be then expressed

as follows [5], [9]:

b(m)(t) =
4

π

+∞∑
k=0

1

2k + 1
cos
(
2π(2k + 1)F (m)

sw t+ ϕm

)
. (8)

Due to driving the RF switch using a squarewave attaining 50% duty cycle (thus suppressing

the even-numbered harmonics), the limited bandwidth at the receiver (higher order harmonics

are filtered) and the fact that only the fundamental component from the switching is exploited

during processing, each tag’s switching signal can be modeled as follows:

x
(m)
tag (t) ≈ m

(m)
dc ejθ

(m)
dc + m

(m)
tag ejθ

(m)
tag cos

(
2πF (m)

sw t+ ϕm

)
. (9)

The intuitive explanation for the phase ϕm in the above equation follows: tag m may begin

switching between its loads at an arbitrary time. With respect to a reference, “zero”-phase

waveform (which is defined as a square wave beginning at a rising edge), that time can be

modelled through the random phase offset ϕm; m(m)
dc ejθ

(m)
dc , m(m)

tag ejθ
(m)
tag are tag-related parameters

defined (Eq. (7)) as follows:

m
(m)
dc ejθ

(m)
dc = A(m)

s −
(

Γ
(m)
0 + Γ

(m)
1

)
/2, (10)

m
(m)
tag e

jθ
(m)
tag = 2

(
Γ

(m)
0 − Γ

(m)
1

)
/π. (11)

Assuming that the tags share the same characteristics, index m can be omitted from the

aforementioned constant parameters.

III. PROCESSING

A. Signal At The Receiver

The complex baseband signal at the single-antenna receiver, assuming homodyne reception,

can be mathematically expressed as follows:

y(t) = aCRe
−jφCRm(t) e−j2π∆Ft +

M∑
m=1

ym(t) + n(t) , (12)
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where aCR is the amplitude attenuation introduced by the source-to-receiver link.

Parameter ∆F models the offset between the transmitter’s carrier frequency Fc and the

frequency of the local oscillator at the receiver. Said offset leads to imperfect homodyne

downconversion to baseband which in turn results a carrier frequency offset (CFO) term e−j2π∆Ft

appearing in the model. Similarly, phase offset (CPO) can be included in variable e−jφCR . n(t)

denotes additive white Gaussian noise. Signal ym(t) models the contribution of the mth tag,

expressed as follows:

ym(t) = c̃m(t) x
(m)
tag

(
t− τ (m)

TR

)
smh

(m)
TR e

−j2π∆Ft

Eq. (4)
≈ hm(θ) amm(t) e−jφCRx

(m)
tag

(
t− τ (m)

TR

)
smh

(m)
TR e

−j2π∆Ft

= hm(θ) amm(t) e−jφCR
[
mdc e

jθdc + mtag e
jθtag cos

(
2πF (m)

sw t+ Φm

)]
smh

(m)
TR e

−j2π∆Ft, (13)

where hm(θ) = e j2π
dmcos(φ(m)−θ)

λ , τ (m)
TR = dm/c and h

(m)
TR = a

(m)
TR e

−jφ(m)
TR is the mth tag-to-receiver

channel; sm models the scattering efficiency of the mth tag. Assuming a single line-of-sight (LOS)

path, φ(m)
TR = 2πFcτ

(m)
TR . Compound phase Φm is defined as Φm

4
= ϕm − 2πF

(m)
sw τ

(m)
TR , where ϕm

has been already defined at Eq. (9).

Based on Eqs. (12), (13), the signal at the receiver after sampling every Ts = 1/Fs seconds

(such that y[k] = y(kTs)) and perfect CFO correction is given by:

y[k] = hdm[k] +
M∑

m=1

hm(θ) h
(m)
TR smamm[k]mtage

−jφCR ejθtag cos
(
2πF (m)

sw kTs + Φm

)
+ n(kTs)

= hdm[k] +
1

2

M∑
m=1

hm(θ) h
(m)
TR smamm[k]mtage

−jφCR ejθtag e
j
(

2πF
(m)
sw kTs+Φm

)

+
1

2

M∑
m=1

hm(θ) h
(m)
TR smamm[k]mtage

−jφCR ejθtag e
−j

(
2πF

(m)
sw kTs+Φm

)
+ n(kTs) , (14)

where hd = aCRe
−jφCR +mdce

jθdc
∑M

m=1 hm(θ) h
(m)
TR smame

−jφCR models the compound channel of

the “direct link”.

B. Signal Discrimination

Eq. (14) demonstrates the feasibility of acquiring independent observations of m[k], using a

number (M ) of simple backscattering tags and a single antenna receiver. The observations can

be discriminated in the frequency domain, due to the mixing resulting from the tags’ switching

operation; that is manifested through the cosine terms in Eq. (14).
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The discrimination can be performed using techniques commonly found in the backscatter

communication literature [5], [14], [18]. Specifically, a bank of 2M correlators can be used to

provide the necessary (for DoA estimation) output statistics. Two correlators are used per tag so

as to exploit both branches of the backscattered signal (the two exponential terms in Eq. (14))

[49]. The mth set (r+
m, r

−
m) is defined as follows:

r±m =
L−1∑
k=0

y[k]
(
e±j2πF

(m)
sw kTs

)∗
. (15)

Due to the aggregate of channel terms appearing in hd (which, being a DC term, does not allow

discrimination of the tags’ contributions), the direct link term must be removed from the signal.

The removal can be achieved by the correlation process if F (m)
sw � BW(m(t)) (Appendix A)

[49]. It is further assumed that |F (i)
sw − F (j)

sw | � BW(m(t)) , i 6= j, i, j ∈ {1, . . . ,M}. It must

be noted that the bandwidth requirements can be relaxed if additional filtering is applied at the

receiver (prior to the correlation structure), allowing for the application of the method in signals

of wider bandwidth.

Parameter Tsl denotes the integration time window/slot duration. It is also assumed that

F
(m)

sw � 1
Tsl

. L 4= Tsl
Ts

is the number of samples per slot. Processing is performed over a period of

Ns slots, i.e., a DoA estimate is acquired every NsTsl seconds. As already stated, block fading

applies during this period of time.

Under the aforementioned assumptions, the outputs of the ν th ∈ {1 . . .M} set for the qth

integration slot can be expressed as follows:

r±ν,q =
1

2

qL+L−1∑
k=qL

m[k]
M∑

m=1

hm(θ) e−jφ
(m)
TR γme

jΦm e
j
(

2πF
(m)
sw kTs

)
e
∓j

(
2πF

(ν)
sw kTs

)

+
1

2

qL+L−1∑
k=qL

m[k]
M∑

m=1

hm(θ) e−jφ
(m)
TR γme

−jΦm e
−j

(
2πF

(m)
sw kTs

)
e
∓j

(
2πF

(ν)
sw kTs

)

+

qL+L−1∑
k=qL

n[k] e
∓j

(
2πF

(ν)
sw kTs

)
, (16)

where γm = a
(m)
TR smammtage

−jφCRe jθtag .

Theorem 1. Utilizing results from Appendix A, the output from the correlator set corresponding

to the mth ∈ {1 . . .M} tag during the the qth integration slot, is given in the following form:

r±m,q =
1

2
hm(θ) e−jφ

(m)
TR γme

±jΦm µ(q)
c + n±m,q, (17)
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where n±m,q =
∑qL+L−1

k=qL n[k] e
∓j

(
2πF

(m)
sw kTs

)
∼ CN(0, σ2

n) , m ∈ {1, . . . ,M}. Parameter µ(q)
c =∑qL+L−1

k=q·L m[k] is the sum of the source’s samples during the qth integration window. Index q is

omitted from the rest of the parameters by considering them invariable for the duration of Ns

slots.

In the context of multi-tag operation, Φm models the synchronization error between the tags.

As it will be shown in Sec. V, coarse synchronization between tags is required for acceptable

performance; the tags must be triggered in sync to begin switching at “the same” time. A simple

solution to the synchronization problem is to equip each tag with a low-cost energy detector (e.g.,

a diode envelope detector). The detector at each tag can trigger switching, when a transmission

event occurs from the source transmitter. Impact of time synchronization error will be further

quantified in Sec. V.

It is further assumed that knowledge for the locations of the tags is available, so that the

associated distances can be measured up to a precision of 0.01 meters. In that way, the term

e−jφ
(m)
TR can be (ideally) cancelled by multiplying Eq. (17) with term ej2πFcd̂m/c, where d̂m is the

(measured) distance of tag m-to-receiver.

C. Emulating a Multi-Antenna Array

Assuming perfect cancellation of the tag-to-receiver channel phase φ(m)
TR , the following statistic

is derived for integration window/slot q and tag/virtual antenna element m:

rm,q = r+
m,q + r−m,q = hm(θ) γmcos(Φm)µ(q)

c + nm,q, (18)

where nm,q = n+
m,q + n−m,q. As will be subsequently explained in Sec. V, using a single

correlator instead of their sum is possible, but in such case the method becomes highly prone

to synchronization (among tags) errors.

It is reminded that hm(θ) introduces the source’s DoA θ to the model (see below Eq. (4))

and Φm expresses the asynchronicity among the tags (see Eqs. (9), (13)). µ(q)
c models source’s

information signal after processing (see below Eq. (17)) which, in the general case, varies between

successive integration slots. The remaining parameters are modeled through γm.

Lemma 1. Considering γm and Φm in Eq. (18) block-constant for Ns integration slots, the
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statistics from the correlators’ outputs for the qth slot can be arranged in a vector as:

rq =


r1

r2

...

rM


q

= hp(θ)µ(q)
c + nq, (19)

where hp(θ)
4
= (h(θ)� g), h(θ)

4
= [h1(θ) , . . . , hM(θ)]T, g

4
= [ γ1cos(Φ1) , . . . , γMcos(ΦM)]T,

q ∈ {0, . . . , Ns − 1}, nq ∼ CN (0, 2σ2
nIM) and � denotes the element-wise product.

The above lemma shows that exploiting a number of simple, switching, backscattering tags

along with the techniques conventionally used in backscatter communication literature [9], [49],

can lead to the emulation of a multi-antenna receiver system. In that way, specific instances of

problems that require such receivers can be solved in a low-complexity and low-cost manner.

D. DoA Estimation

Based on Eq. (19), the autocorrelation matrix of the vector rq, E
[
rqr

H
q

]
, can be expressed as:

R = E
[
rqr

H
q

]
= R̃ + 2σ2

nIM , (20)

where IM is the M ×M identity matrix. The (i, j)th element of matrix R̃ can be evaluated as

follows:

R̃(i,j) = hi(θ) h∗j(θ)E
[
γiγ
∗
j

]
E[µcµ

∗
c]E[cos(Φi) cos(Φj)]

= hi(θ) h∗j(θ)E
[
γiγ
∗
j

]
E
[
|µc|2

]
E[cos(Φi)]E [cos(Φj)] , i, j ∈ {1, 2, . . .M} . (21)

Eq. (21) shows that, in order to avoid cross terms attaining relatively small values (com-

pared to the diagonal entries), E[cos(Φi)]E [cos(Φj)] should be sufficiently large, compared to

E [cos2(Φi)]. This, as it will be also discussed in more detail in Sec. V-A and Sec. V-A1, is

the mathematical view of the requirement for synchronisation among the tags, described in the

previous subsection.

In practice, matrix R is not available. Thus, the processing is performed using an estimate

R̂ of R. Y = [r1, . . . , rNs ] is defined and eigenvalue decomposition is applied to the estimated

autocorrelation matrix R̂ = 1
Ns

YYH:

R̂ = QΛQ−1. (22)
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Assuming a single RF source and Ns ≥ M , the eigenvector q s ∈ CM×1 corresponding to the

largest eigenvalue spans the signal subspace. The remaining M − 1 eigenvectors are arranged in

a matrix Qn ∈ CM×M−1 and are utilized for the retrieval of an angle spectrum as per MUSIC

algorithm [50]:

P(θ) =
1

||QH
n h(θ) ||2

. (23)

Assuming a source having a true DoA of θs, an estimate of said DoA can be obtained as:

θ̂s = arg max
θ∈[θmin,θmax)

P(θ) , (24)

where θmin, θmax are variables defining the search space.

IV. PROOF-OF-CONCEPT IMPLEMENTATION

A. Tags

1) Load Switching: Each tag m must be able to alter the termination of its antenna between

two loads at a rate of F (m)
sw Hz. The switching between loads is achieved using an Analog Devices

ADG919 RF switch. The antenna of the tag is directly connected to the switch; based on an

external squarewave signal, the switch either shorts or opens the antenna terminals, offering two

reflection coefficients Γ0 and Γ1, such that Γ0 = −Γ1 = 1.

2) Producing the Switching Signal: The switching signal is generated by a Silicon Labora-

tories 8051F320 microcontroller (MCU). To produce the switching signal, the MCU asserts the

line driving the RF switch high, burns a number of cycles using an appropriate number of no

operation (NOP) instructions and then de-asserts the line. Line de-assertion is also followed by

a number of NOP instructions. The process runs iteratively to facilitate the periodicity of the

produced squarewave signal.

Both the frequency (F (m)
sw ) and the duty cycle of the produced squarewave signal are controlled

by the number and balance1 of NOP instructions used. The number of NOPs was trimmed to

attain the required frequency (F (m)
sw ) and duty cycle (which was set to 50% in order to eliminate

the even-numbered harmonics) using an oscilloscope. The switching frequencies of the tags are

offered in Table I. The choice of producing delays by burning MCU cycles, instead of using a

timer, was made in order to avoid any unexpected operations (e.g., handling an interrupt) that

would result in producing incorrect switching waveforms.

1The balance refers to the number of NOPs used prior to and post line de-assertion.
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TABLE I: Switching frequencies utilized by the backscattering tags.

Tag # Switching Frequency (kHz)

1 137.5

2 281

3 170

4 102.5

5 240

F320 MCU

CC2500

Radio
RF S

witc
h

Backscattering 

Antenna

Fig. 2: Each backscattering tag is comprised of a F320 MCU for producing the necessary

switching signals, a CC2500 radio for synchronized operation with the rest of the tags and

an RF switch for backscattering.

3) Synchronizing the tags: As stated in Sec. III, synchronization among the tags is required.

In this implementation, each tag is equipped with a Texas Instruments CC2500 embedded radio

IC. The CC2500 is connected to the MCU and the MCU initiates the switching operation when

a specific packet is received by the CC2500 radio. A “central” node is used, sharing the same

architecture with the tags (8051F320 & CC2500, see Fig. 2). The central node transmits a packet

in the 2.4 GHz band which is received by all the tags. Once the packet is received, the tags

begin their switching operation. The method provided sufficient synchronization allowing for the

system to offer acceptable results (i.e., to demonstrate that the idea is feasible). Oscilloscope

captures for the degree of synchronization between 3 tags are offered in Fig. 3.
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Tag 1

Begins Switching

356ns

264ns

Tag 3

Begins Switching

Tag 2

Begins Switching

Fig. 3: Switching waveforms for 3 tags after receiving the initiation packet from the central

node. The waveforms were captured using an oscilloscope. The time offsets accounted for a

maximum of 10% of the tags’ switching period.

It was observed that the timing offset among tags varied between “runs”/experiments.

Additionally, in the majority of the experiments for ≤ 4 tags, sufficient synchronization was

always achieved. In most of the cases, significant synchronization mismatch was observed

when adding over 4 tags. The problem was attributed to the fact that as the number of tags

increased, (relatively) higher switching frequencies were required, which, in conjunction with

the requirement for synchronization with the rest of the tags, proved difficult given the hardware

constraints and the limited resources of the F320 MCU.

It is noted that the use of embedded radios for synchronization (between the backscattering

tags) purposes, was solely made for quickly demonstrating the feasibility of the proposed concept.

Further work is required for developing low-complexity, low-cost, energy-based detectors for

synchronising the tags.

B. Single-antenna Receiver & Processing

1) Receiver: An RF generator is used as the RF source. The generator was configured to

produce an unmodulated carrier at Fc = 868 MHz and a power output of Ptx = 23 dBm. A
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Fig. 4: Block diagram of the signal processing chain for the proof-of-concept setup.

USRP N200 SDR was used to provide the baseband samples required for further processing.

The USRP was equipped with an SBX daughterboard and was tuned at 868 MHz.

2) Processing: The raw samples from USRP are saved to a file using GNURadio. The samples

are then read by a Matlab script and the processing described in Sec. III is performed. The script

performs the following steps in order to estimate the DoA of the RF source:

1) CFO Correction: Periodogram estimation is applied to the samples, using fast Fourier

transform (FFT) and the frequency where the highest peak is observed is used for cancelling

the effect of CFO.

2) DC Removal: In order to remove the DC component of the signal after CFO correction,

numerical averaging is used. The obtained value is subtracted from the CFO corrected

samples. The process is required for the case of a CW source; for a modulated RF source,

the direct link term is removed subsequently by the correlation process (see Sec. III, [49]).

3) Recovery of Switching Frequencies: The exact switching frequencies of the tags are

recovered using the same techniques utilized during CFO correction, iteratively, i.e., until

the frequencies for all tags are obtained.

4) Synchronization and Correlation: The received signal is convolved with the basis functions,

i.e., the complex exponentials rotating at the switching frequencies of the tags. The result

of the correlation is obtained at the time instant dictated by the synchronization step.

5) MUSIC processing: The MUSIC algorithm is applied to the statistics (modelled by Eq. (18))

resulting from the correlation process.

The process is also depicted in Fig. 4. The processing is performed on “packets” of Ns = 30 slots

with each slot containing L = 1000 samples. The sampling rate at the USRP was configured at

Fs = 1 MSamples/sec.
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V. NUMERICAL RESULTS

A. Simulations

The feasibility of the proposed concept was initially examined using simulations. The root

mean squared error (RMSE) was considered as a performance indicator, averaged over 104

geometrically different tag and source deployments (receiver was set at the origin). Each

deployment was randomly realized as dm ∼ U[1, 20] m, φ(m) ∼ U[0, π], dR ∼ U[20, 30] m,

while the source’s DoA was calculated as θs ∼ U[0, π] (different θs per experiment). Source-to-

tags distances were calculated using the aforementioned variables.

The duration of a “packet” was set to Ns = 30 slots. For the case of an unmodulated (CW)

RF source, the sampling rate was set to Fs = 1 MHz with L = 103, while for the case of a

modulated source Fs = 4 MHz with L = 4000. The aforementioned values result in a packet

duration of NsLTs = 30 ms, which satisfies the block fading requirement in limited-mobility,

indoor environments.

The tag related phase ϕm was modelled as ϕm ∼ N(0, σ2
sw), where σsw = ρ 2πF

(m)
sw T

(m)
sw with

ρ ∈ [0, 1]. Phase ϕm characterizes the tag synchronization mismatch, as a percentage of each

tag’s switching period. That way, standard deviation σsw can define the degree of synchronization

mismatch among the tags. Given that exact behaviour of each tag can not be easily predicted, a

stochastic modelling of the mismatch is more appropriate, besides, (approximate) deterministic

modelling can be achieved through a fixed-mean, low-variance Gaussian distribution.

For the tag-to-reader link “cancellation”, d̂m was modelled as d̂m ∼ N
(
dm, (10−2)

2
)

. Tag RF

parameters were chosen as Γ0 = Γ
(m)
0 = −Γ

(m)
1 = −Γ1 = 1, As = A

(m)
s = 0.6047 + j0.5042 and

sm ∼ N
(√

0.1, 0.052
)
.

The wireless channel parameters were statistically modelled according to unit-variance, Rician

fading. The LOS paths described in previous sections were used as the dominant paths. The Rice

parameters for the involved links (ST, TR) were set to 10 (KST = KTR = 10, unless otherwise

noted). Large-scale pathloss was also included in the model with a pathloss exponent of 2.2

[51]. SNR is defined according to Eq. (18), as the minimum SNR across all tags.

An instance of a MUSIC-based DoA spectrum acquired from a single packet of Ns slots

(referred to as “Single Shot Spectrum”) is offered in Fig. 5. In the same figure, an averaged

over 20 packets spectrum is offered. The rest of the results (from simulations) are acquired after

averaging the acquired spectrum over 20 packets.
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x

True DoA

113.6oEst. DoA

113.7o

Fig. 5: Single shot and averaged (over 20 packets) MUSIC spectrum for M = 5 tags, ρ = 0.1

and SNR= 10dB. The abscissa denotes the DoA measured in degrees (angle of arrival/AoA).

The RMSE performance of the system, as a function of the number of tags utilized is offered

in Fig. 6, for two degrees of synchronization mismatch (ρ = 0.05 and ρ = 0.1). The results are

for the case of an unmodulated RF source, i.e., m[k] = Ace
jφc . The results depicted in Fig. 6

show that as the number of tags increases, the performance drastically improves up to a saturation

point (for > 9 tags). The performance gain (w.r.t. RMSE) associated with increasing the number

of tags, comes at the cost of higher bandwidth so as to facilitate the switching subcarriers (F (m)
sw )

of said tags.

In the same figure, the performance gap between utilizing the output of only r+
m and utilizing

the aggregate r+
m + r−m is shown. It can be seen that the gap is more pronounced for higher

synchronization mismatch. The behaviour can be attributed to the fact that, utilizing only a

single correlator leads to the presence of a strong diagonal component (due to the term e±jΦm ,

see Eqs. (17),(21)) in R̃. The aforementioned component is constant and independent of any other

variable. Thus, the combination of lower values in the cross-correlation terms (resulting from

the increased synchronization mismatch) and the aforementioned constant, diagonal component

limits the rank deficiency of R̃. The effect can be better understood by looking at Fig. 7. If a

single correlator is used (e.g., r+
m), the diagonal term E

[
e jΦm

(
e jΦm

)∗]
= 1 will dominate the
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Fig. 6: RMS error (in degrees) as a function of the number of tags utilized for SNR = 10 dB.

Cases for two different values of ρ (adjusting the synchronization mismatch among the tags)

are offered, namely ρ = 0.1 and ρ = 0.05. The performance for the case of exploiting only one

correlator output (r+
m) or the sum of r±m, is also depicted.

off-diagonal terms, as synchronization mismatch σsw increases.

The sensitivity of the system to the synchronization mismatch between the tags was examined

and the results are offered by Fig. 7. The time window/“phase sector” within which the tags

where synchronized, was varied by adjusting the standard deviation σsw.

1) Analytical Considerations regarding Tag Synchronisation: The impact of synchronisation

mismatch to the performance of the system, manifests itself (mathematically) in the entries of

the autocorrelation matrix, through terms E[cos(Φi)]E [cos(Φj)] and E [cos2(Φi)] (as shown in

Eq. (21)).

As described in the beginning of this section, phases are statistically modelled through ϕm.

Given a CW source, the switching frequencies of the tags are assumed in the order of 100

kHz. In conjunction with the distances involved, it can be safely assumed that 2πF
(m)
sw τ

′
m ≈ 0

and Φm ≈ ϕm (for analytical considerations only). To simplify the analytical expressions, the

propagation term has been ignored.

The results in Fig. 7 show that, depending on the number of tags and the error requirements,
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Fig. 7: RMS error (in degrees) vs the standard deviation defining the synchronization mismatch,

for SNR = 10 dB. Cases for M = 3, 5, 7 tags are given. The standard deviation σsw

is varied as a percentage ρ ∈ [0, 0.5] of T
(m)
sw . The analytical expressions for E[cos2(Φi)]

and E[cos(Φi)]E[cos(Φj)] are also shown. It is noted that Monte-Carlo evaluation of the

aforementioned expected values, produces results that match exactly the analytical calculations.

Monte-Carlo results are omitted for reasons of figure clarity.

a synchronization mismatch of up to 10% can be tolerated. Small values of σsw (little to none

mismatch), confine variables ϕm into a narrower range. Such confinement leads both the auto

and cross-correlation terms (in R̃) to attain significant values, limiting the problems mentioned

in previous paragraphs. It is noted that the performance degradation observed for a larger number

of tags (error increases when going from 5 to 7 tags, for example) is due to the fact that it is

harder for a large number of tags to be synchronized, when the mismatch deviation is increased

(see [32]).

As stated earlier, diagonal dominance in R̃ is a problem. Due to the statistical mod-

elling of ϕm (and by extension Φm), it can be analytically shown (see Appendix B) that

E[cos2(Φi)] = 1
2

(
1 + e−2σ2

sw

)
and E[cos(Φi)]E[cos(Φj)] = e−σ

2
sw (Φm ≈ ϕm). It is clear from

the aforementioned definitions that as σsw increases, E[cos2(Φi)] will flatten out at 1/2, while
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4 Tags

6 Tags

10 Tags

Fig. 8: RMS error (in degrees) vs the K-factor defining the power ratio of the dominant (LOS)

path to the rest of the multipath components. Cases for M = 4, 6, 10 tags are given for SNR = 10

dB and ρ = 0.1 (synchronization mismatch of 10%).

E[cos(Φi)]E[cos(Φj)] diminishes to zero (Fig. 7). Thus, the difference between the two terms

(diagonal and off-diagonal) will tend to increase up to a saturation point, which explains the

performance observed in Fig. 7. Results shown in Fig. 7 demonstrate that the behaviour of the

aforementioned analytical expressions, predicts the performance of the system as a function of

the degree of synchronization mismatch among the tags.

It is worth mentioning that the starting state of the tags (i.e., if the phase with which the

squarewave “starts”) is irrelevant as long as they are synchronized. The last can be mathematically

expressed as a constant term appearing within each ϕm. In such case it can be shown that the

error behaviour remains the same.

Multipath fading in the source-to-tag (ST) links, results in “ghost sources” appearing in the

angle spectrum, with each “ghost source” representing a reflection undergone by the actual source

signal. Fig. 8 offers the performance of the system as a function of the Rice factors KST,TR.

As it is expected, increasing the power ratio between the dominant/line-of-sight path and the

reflected signal paths, offers better performance. Channel states attaining a high-valued K-factor,

resemble scenarios where multipath is absent. As stated earlier, fading is also assumed for the
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RMSE

MAE

Fig. 9: RMS & MA error (in degrees) vs number of tags for SNR = 10 dB, ρ = 0.05 and

modulated source signals. 2 cases of MSK modulated signals are examined. The performance

of when modelling the source’s baseband samples as samples drawn from a complex normal

distribution is also shown.

tag-to-receiver (TR) links. The last can be viewed as noise distinctively affecting each element

of the steering vector and thus, further contributing to the appearance “false” peaks in the angle

spectrum.2

3) Modulated RF Source: The performance of the system w.r.t. RMSE and mean absolute

error (MAE) for the case of a source emitting modulated signals, is offered in Fig. 9. MSK

of two different rates was utilized as source modulation. The case of modelling the source’s

complex baseband envelope as m[k] ∼ CN(0, σ2
c ) (where σ2

c the source’s transmission power),

was also examined. The performance of the system is similar to the performance offered in the

case of an unmodulated RF source.
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Tags

Tag Array

1 2 3 4
5

6

Fig. 10: Antenna array comprised of backscattering tags. The switching frequency of each tag

is offered in Table I. Due to failure to achieve synchronization with the other tags during the

experiments, tag #6 was omitted.

RF Source

Tag ArrayRx

Fig. 11: Deployment of the proof-of-concept implementation in an indoors environment (am-

phitheatre).

B. Experiments

The proof-of-concept system presented in Sec. IV was used in order to further examine the

feasibility of the system in a real deployment. The tags were deployed in a linear array-like

2The effect can be studied in a manner similar to how the impact of synchronization mismatch is studied: by examining the

contribution of statistical fading in each element of the autocorrelation matrix.
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o

(A) True AoA: 58
o

(B) True AoA: 87

Error:3
o

Error:10
o

Fig. 12: Experimental results for two different cases of DoA utilizing 4 tags. The counts per bin

are expressed as the percentage of total DoA acquisitions/measurements during a time period of

2 minutes. The abscissa denotes the DoA measured in degrees (angle of arrival/AoA).

arrangement in an amphitheatre (indoors, see Fig. 10), 4.1 meters away from the receiver. The

exact distance and angle of each tag with respect to the receiver was calculated using geometry

and a laser rangefinder. The setup is depicted in Fig. 11. Details regarding the adopted receiver

and generator settings can be found in Sec. IV.

The RF source was placed in 3 different locations offering 58◦, 87◦ and 115◦ of DoA,

respectively. The true DoAs of the source were measured using a digital angle-finder, whose

reports served as ground-truth measurements. For each location the SDR was used to record the

samples at a rate of 1 MHz for two minutes. The processing was subsequently performed offline

(see Sec. IV). For each location three sets of recordings were acquired.

The processing was applied on packets of Ns = 30 integration slots with each slot integrating

over L = 103 samples. MUSIC was applied to each packet and an “averaged” DoA spectrum

was offered every 2 packets. A DoA estimate was obtained from said average spectrum using

Eq. (24).

The results are offered as a histogram of the acquired DoA estimates over a period of 2

minutes. The histogram utilizes 180 bins and it is filtered in the sense that it only shows bins

whose associated counts are over 2% of the total number of DoA acquisitions. Results for when

utilizing 4 tags for 2 different DoAs in a single experiment, are offered in Fig. 12.

The behaviour of the system as a function of the number of tags utilized during the experiments
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is offered in Fig. 13. The results are averaged errors over all the locations and set of recordings.

In the same plot the error resulting from simulation runs (with simulation parameters matching

those of the experimental setup) is depicted. The expected decreasing (w.r.t. the error) trend is

observed in the experimental results. The gap between the experimental and simulation results

is attributed to two factors: a) imperfect knowledge of the tag’s exact locations (affecting the

definition of h(θ)) and b) the degree of synchronization mismatch may vary between each

experiment and thus it is not easy to measure and model it, in an exact manner, within the

simulation environment.

It is noted that while 6 tags were originally utilized (and depicted in Fig. 10), tag #6 was

not used due to significant synchronization mismatch and failure to maintain a stable switching

frequency. Taking into account results from both Fig. 13 and Sec. V-A, in practice, more than

6 tags are required to achieve acceptable performance (i.e., small MAE).

Fig. 13: MAE (in degrees) as a function of the number of tags utilized during the experiments.

The MAE obtained from simulations utilizing parameters describing the experimental setup, is

also offered.

VI. CONCLUSION

It was demonstrated for the first time (to the best of the authors’ knowledge) that backscatter

radio can be used in an unconventional manner, providing array functionality to a single
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antenna receiver, without the cost and complexity associated with multiple RF front ends.

Solving problems requiring multiple observations with the presented backscatter radio techniques,

lowers cost, complexity and power consumption. While this work addressed the DoA estimation

problem, future work can contribute to other problems that would traditionally be solved with

conventional arrays. By exploiting backscattering switching techniques in unconventional ways,

backscatter radio finds perhaps a new area for applications and research.

APPENDIX A

FILTERING OF THE DIRECT SIGNAL COMPONENT

The expression in Eq. (16) can be significantly simplified if, due to the related bandwidth

assumptions, the following are taken into account [47, Chap. 3.2]:

• If F (m)
sw � BW(m(t)) then

∑qL+L−1
k=qL m[k] e

±j
(

2πF
(m)
sw kTs

)
attains negligible values compared

to
∑qL+L−1

k=qL m[k]. Thus it can be assumed that:
qL+L−1∑
k=qL

m[k] e
±j

(
2πF

(m)
sw kTs

)
≈ 0. (25)

• Similarly, if |F (m)
sw − F (ν)

sw | � BW(m(t)) then the following can be assumed:
qL+L−1∑
k=qL

m[k] e
±j

(
2π

(
F

(m)
sw −F

(ν)
sw

)
kTs

)
≈ 0, m 6= ν, m, ν ∈ {1, . . . ,M} . (26)

• For the case of a CW RF source, it suffices that |F (m)
sw − F (ν)

sw | = k
Tsl
, k ∈ N.

The aforementioned definitions hold because of the following. A relatively “slow” m[k]

modulates a “fast” exponential term. Another way of looking at the results of the assumptions is

viewing the term
∑qL+L−1

k=qL m[k] e
−j

(
2πF

(m)
sw kTs

)
as an approximation to the Fourier transform

of m(t) at frequency F
(m)
sw . If the frequency content of m(t) is limited below F

(m)
sw (i.e.

F
(m)
sw > BW(m(t))), then, theoretically, said term would result in zero. In practice however,

signals may extend well beyond their theoretical bandwidth leading to the requirement for a

sufficiently greater switching frequency (F (m)
sw � BW(m(t)).

APPENDIX B

EVALUATION OF E[cos2(ϕm)] AND E[cos(ϕm)]

The cosine term can be rewritten form as cos2(ϕm) = 1
2

(1 + cos(2ϕm)). Exploiting the

complex exponential form of the cosine function, E[cos2(ϕm)] can be then expressed as:

E
[
cos2(ϕm)

]
=

1

2
(1 + E[cos(2ϕm)]) =

1

2

(
1 +

1

2
E
[
e j2ϕm + e−j2ϕm

])
. (27)
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The characteristic function Mx(j) = E
[
e jx
]

of a Gaussian random variable x ∼ N(µ, σ2), is

given by E
[
e jx
]

= Mx(j) = e jµ−σ
2

2 [52]. If ϕm ∼ N(0, σ2
sw), then 2ϕm,−2ϕm ∼ N(0, 4σ2

sw) and

E[cos2(ϕm)] can be calculated as:

E
[
cos2(ϕm)

]
=

1

2
+

1

4
E
[
e j2ϕm

]
+

1

4
E
[
e−j2ϕm

]
=

1

2
+

1

2
e−2σ2

sw . (28)

Following a set of similar steps, it can be easily shown that E[cos(ϕm)] = e−σ
2
sw/2.
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