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Abstract. A new medium access control (MAC) protocol for mobile wireless communications is presented and investigated. We explore, via an extensive
simulation study, the performance of the protocol when integrating voice and data traffic over two wireless channels, one of medium capawity (referri
mostly to outdoor microcellular environments) and one of high capacity (referring to an indoor microcellular environment). Data messageearrivals a
assumed to occur according to a Poisson process and to vary in length according to a geometric distribution. We evaluate the voice packet dropping
probability and access delay, as well as the data packet access and data message transmission delays for various voice and data load conditions. By
combining two novel ideas of ours with two useful ideas which have been proposed in other MAC schemes, we are able to remarkably improve the
efficiency of a previously proposed MAC scheme [5], and obtain very high voice sources multiplexing results along with most satisfactory voice and
data performance and quality of service (QoS) requirements servicing. Our two novel ideas are the sharing of certain request slots among soice and dat
terminals with priority given to voice, and the use of a fully dynamic low-voice-load mechanism.

Keywords: MAC protocol, voice—data integration, QoS

1. Introduction In this work, we design and evaluate multiple access
schemes that multiplex voice traffic at the vocal activity
Future generation wireless personal communication nétalkspurt) level to efficiently integrate voice and data traf-
works (PCN) are expected to provide multimedia capabfie in outdoor (medium capacity channel) and indoor (high
wireless extensions of fixed ATM/B-ISDN, as data and videcapacity channel) microcellular environments.
traffic will soon gain in importance due to the continuous Within the microcell, spatially dispersed source terminals
proliferation of small, portable and inexpensive computinghare a radio channel that connects them to a fixed base sta-
devices. This is the ultimate goal of wireless communicéion. The base station allocates channel resources, delivers
tion, to allow the user access to the capabilities of the globfeedback information and serves as an interface to the mo-
network at any time without regard to location or mobilbile switching center (MSC). The MSC provides access to
ity. the fixed network infrastructure. Since the base station is
Current and future wireless networks are and will bthe sole transmitter on the downlink channel, it is in com-
based on the cellular concept. System capacity can be jriete control of the downstream traffic, using Time Division
creased by: Multiple Access (TDMA) to relay information to the users.

) ) . Thus, we focus on the uplink (mobiles to base station) chan-
(@) using a cellular structure with a cell size as small as Pqss) \yhere a MAC scheme is required in order to resolve the

si_ble (microcells) to increase frequency reuse. Microcell e terminals contention for channel access.

diameters are usually of the order of a few hundred me- \ye 455ume that voice and data traffic is generated by mo-
ters, therefore the round-trip propagation delay within g ;sers who access the network with small, lightweight
microcell is negligible (of the order of fis); and low-power devices (i.e., in the category of low tier

(b) using efficient medium access control (MAC) protocol§CS [7])- Speech alternates between periods of talk (talk-

to exploit the variations in access and service requiré@“rts) and silence. Thus, voice terminals only require chan-
by disparate sources. nel access during talkspurt and the time periods correspond-

ing to silence gaps within a conversation can be used to
A well-designed multiple access protocol will reduce sygransmit packets from other source terminals (i.e., multiplex-
tem costs by maximizing system capacity, integrating differng occurs at the talkspurt level). \oice packet delay re-
ent classes of traffic (e.g., voice, data and video, as opposgirements are stricter than those for data packets, because
to today’s picture, where wireless networks are optimizedklays in voice communication are annoying to a listener.
for voice communications only), and satisfying the diverséhus, each voice packet must be delivered within a speci-
and usually contradictory quality of service (QoS) requirdied maximum delay. Whenever the delay experienced by a
ments of each traffic class (such as voice packet droppivgice packet exceeds this maximum delay, the voice packet
probability, voice packet access delay, data packet accesslropped. Speech can withstand a small (1-2%) amount
delay, data message delay, video packet dropping probabii-dropped packets without suffering large quality degrada-
ity) whilst apportioning the limited radio channel bandwidthion [14], at least one which can be perceived by humans.
among them. On the other hand, data applications are more tolerant of de-
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lays (delays of up to 200 ms are often acceptable), but 10@P&t both types of request intervals contain an equal num-
delivery of correct packets is often required (e.g., in the caber of mini-slots, and we distribute the data request intervals
of a file transfer) [3]. uniformly within the frame. This way, since data message

The paper is organized as follows. In section 2 we preseartivals occur uniformly within the frame duration (they are
the two channel models, the voice and data traffic modetssumed to be Poisson), we allow the data terminals to trans-
and we analyze the transmission protocols for voice and daté their requests soon after their messages have been gen-
traffic. In section 3 we introduce the experimental systegrated.
design parameters. Section 4 includes our simulation re-Since we assume that all of the voice transitions occur at
sults along with discussion upon them and comparisons withe frame boundaries, we place all voice request intervals at
other, previously proposed MAC schemes. Finally, sectionthe beginning of the frame, in order to minimize the voice
contains our concluding remarks. packet access delay.

The voice and data terminals do not exhaust their attempts
for a reservation within the request intervals. Any other free,
at the time, information slot of the frame can be temporar-

In this section, we present the structure of the channelfranlllg used as an extra request slot (ER slots) for both voice

the actions of the voice and data terminals, and the scheo%ﬂ‘-d data terminals, with priority given to the voice termi-

ing algorithm followed by the base station (BS). Additiona!S: Each one of the ER slots is further divided into mini-
ots, each being able to accommodate exactly one request

ally, we explain the data and voice transmission protocol?, i X X :
as well as their difference, and we introduce the voice af@cket justlike a standard request (R) slot. This approachis
data traffic models. introduced and implemented in [12,13].

By using more than one minislot per request slot, a more
efficient usage of the available request bandwidth is possi-
ble. We introduce the idea that certain request slots can be
The uplink channel time is divided into time frames of equaghared by voice and data terminafist by voice terminals
length. The frame duration is selected such that a voice tand, after the end of voice contention, by data terminals
minal in talkspurt generates exactly one packet per franig.order to optimize the use of the request bandwidth. The
As shown in figure 1 (which presents an example of thgdncept of reserving a minimum bandwidth for both voice
channel frame structure), each frame consists of ttyges and data terminals to make reservations helps to keep the
of intervals. These are thmice requesintervals, thedata access delay within relatively low limits and gives clearly
requesintervals and thenformationintervals. better performance than the PRMA [15], where the absence

Within an information interval, each slot accommodate3f request slots leads to a continuously decreasing probabil-
exactly one, fixed length, packet that contains voice or daty of finding available information slots as traffic increases,
information and a header. All request intervals (voice @nd hence, to greater access delays. A request bandwidth
data) are subdivided into mini-slots and each mini-slot aof 2-3% is usually sufficient for high system performance
commodates exactly one, fixed length, request packet. Korthe sense that it suffices for the requesting terminals to
both voice and data traffic, the request must include a soutcansmit their requests, while at the same time it does not
identifier. For data traffic, the request must also include messnsume a large portion of the bandwidth and leaves enough
sage length in packets and perhaps quality of service pafspace” for terminals with a reservation to transmit their in-
meters such as priority and required sféitame. We assume formation packets).

2. System model

2.1. Channel frame structure

Frame

. o

Voice Data Information Information
Rv|Rv|Rd| 1 I I I I Rd| 1 1 I I Rv
................. ER ER
Ivi Tvn | rd1 Idn
Voice request mini-slots l Data request mini-slots

Figure 1. An example of a channel frame structure showing the voice, data and information intervals within a frame.
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2.2. Actions of voice and data terminals, and base station D

scheduling T
/

Voice and data terminals with packets, and no reservation, CONTENDER

contend for channel resources using a random access proto- e

col to transmit their request packets only during the voice

or data, respectively, request intervals. The base statfon ¥ ¥ 7,\,\0

broadcasts a short binary feedback packet at the end of each \ 4

mini-slot indicating only the presence or absence of a colli- ~ SILENT ,\_/ QUEUED |

sion within the mini-slot (collision (C) versus non-collision e

(NQC)). Since the feedback packet is short (several bits) and e
the propagation delay within a microcell is negligible, we as-
sume that the feedback information is immediately available /

to the terminals (i.e., before the next mini-slot). Upon suc- | RESERVED
cessfully transmitting a request packet the terminal waits
til the end of the corresponding request interialearn of its e
reservation slot (or slots). If unsuccessful within the request U
intervals of the current frame, the terminal attempts again
in the request intervals of the next frame. A terminal with Figure 2. State transition diagram for an active voice terminal.
a reservation transmits freely within its reserved slot. Gen-
erally, a terminal that fails to transmit a request tries agaby allocating more than one slot per frame to data terminals,
in successive frames until it succeeds. However, since voisice terminals would find a lower number of information
packets that age beyond the voice delay limit are droppedslats available for either reservations or requests (ER slots),
voice terminal may stop transmitting requests without evahd our objective is, as already pointed out, to enforce voice
succeeding, because all of its packets have timed out angriority. Therefore, we introduce the following mechanism.
has transitioned into silence. We define thdrame voice occupan@s the ratio of

To allocate channel resources, the BS maintains a dy- ) ) _
namic table of the active terminals within the microcell. For voice reservations voice requests
example, information within the table might include the ter- total number of information slots in the frame

minal identifier, the virtual circuit identifier, the channel reThis ratio is calculated by the BS immediately after the end
sources allocated, and quality of service parameters. Up§ithe voice request slots of each frame. If the ratio is lower
successful receipt of a request packet, the BS providestf@n a set limit, which means that voice activity will be low
acknowledgment and queues the request. The BS allocateghe current frame, we allow data terminals with requests to
channel resourcest the end of the corresponding requeshcquire more than one sliotthe current frameNotice how-
interval, if available. If the resources needed to SatiSfy é/er, that this allocation po“cy is temporary and On'y one
request are unavailable, the request remains queued. VQigR first allocated) slot is guaranteed to the data terminals
and data terminals with queued requests must continuoug|ysubsequent frames. The BS will inmediately deallocate
monitor the base-to-mobile channel. Upon call or messagg pyt the first slots of the data terminals if the frame voice
transmission completion, or when an active terminal exifgcupancy ratio exceeds the set limit. If, on the other hand, a
the microcell (handover) the BS will delete the table entryy voice load situation continues to exist, the data terminal
after some prescribed period of time (the state transitiopgay keep in the next frame as many of the slots it reserved

are shown in figure 2). as it needs in order to transmit the remaining packets of its
As we focus on steady state channel access, we do fissage.

address call set-up and tear down issues. We assume that thepe selection of théow frame voice occupancy liméind

BS always allocates the earliest available information slgf themaximum number of slots that can be allocated to data
within the frame, and that voice is of higher priority than datgyyminals within a framéthese are the two parameters of the
traffic. Thus, the BS services every outstanding voice Igsy.-joad mechanisirmust be done carefully, so that even in
quest before servicing any data requests. Within each prigia case of low voice load enough information slots will still
ity class, the queuing discipline is assumed to be First Comgain available in the current frame for voice terminals who
First Served (FCFS). enter talkspurt to use as ER slots.

Finally, we apply a low-voice-load mechanism to our \ore specifically, these selections should be based on the
schemeAs data terminals try to transmit messages that Vagy mpination of the following two factors:

in length and are, on average, much longer than one packet

(424 bits), it would be both unfair to them and diminishingtda) The average data message length (according to the data
our system’s performance to not allocate to them more than traffic model); if possible, the maximum possible num-
one slot per frame (which is exactly enough for voice termi- ber of allocated slots should approach or be equal to this
nals) if resources (slots) were available. On the other hand, length.

N
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Figure 3. Visualizing the two-cell stack algorithm. TATRSPURT

(b) The “if possible” notion in the previous factor is related
to the existence or not of the capability to accommodate
within the frame a few average-sized data messages.
Therefore, the second factor is the channel capacity. In
the case, for example, of a low capacity channel (e.g., Prg
with 20 information slots per channel frame) and data
messages of an average Iength equa| to 10 packets, it fdgure 4. The voice source activity discrete time Markov chain model.

clear that allocating 10 slots to a requesting data terrrin- that the contending set of voice terminals is split proba-

nal would most probably resu_lt both n an absgnce %lllstlcally into two equiprobable subsedsthe beginning of
ER slots for possible use by voice terminals and in enor- 1 . . . '
.aframe* Only one of these subsets is transmitted in the first
mous data packet access delays, as the data terminals L : o
. , vojce request minislot. The end of the voice contention is
whose requests lie at the bottom of the BS’s data reques

: . gain uniquely identified by the occurence of two consecu-
gueue will have to wait unacceptably long to transm o
L Ive non-collisions.
their first packet.

(c) The expected data load. 2.4. \Voice traffic model

_Inthe cases of the two wireless channels in our study, W&y primary voice traffic model assumptions are the follow-
willintroduce and explain our numerical choices for the twg,g.

parameters of the low-load mechanism in section 3. ) ) ) ) ) o
(1) Voice terminals are equipped with a voice activity detec-

2.3. Transmission protocols tor [2,15]. Voice sources follow an alternating pattern of
talkspurts and silence periods (on and off), and the out-
2.3.1. Data terminals put of the voice activity detector is modeled by a two-

Thetwo-cell stackblocked access collision resolution algo- ~ State discrete time Markov chain as shown in figure 4.

rithm [16,17] is adopted for use by the data terminals in 0f2) The number of active voice terminalg, in the system
der to transmit data request packets. This algorithm is of is assumed to be constant over the period of interest.
window type, with FCFS-like service. This is because the changes in the number of calls are

The operation of the collision resolution mechanism of ysually on the order of tens of seconds, while the frame
this protocol can be visualized by a two-cell stack (as shown duration is on the order of tens of milliseconds [19].

in figure 3), where in a given data request minislot the b?-
tom cell contains the transmitting terminals, and the top ¢ ﬁ')
contains the withholding terminals. If the transmitting set
contains more than one terminal, it is split probabilistically
into two subsets (with equal probability), one of which re-
mains in the transmitting cell while the other one joins the
withholding cell. The end of the terminal contention for thé4) The voice delay limit is equal to the duration of two
request minislots is uniquely identified by the occurrence of channel frames (i.e., 24 ms).

two consecutive non-collisions. For more details on windo
type collision resolution algorithms the interested reader

All of the voice transitions (e.g., talk to silence) occur
at the frame boundaries. This assumption is reasonably
accurate, taking into consideration that the duration of a
frame is equal to 12 ms, while the average duration of
the talkspurt and silence periods exceeds 1 s.

){é) The channel is error-free and without capture.

referred to [1,18]. (6) Reserved slots are deallocated immediately. This im-
plies that a voice terminal holding a reservation signals
2.3.2. Voice terminals the BS upon the completion of its talkspurt.

Quite a few reservation random access algorithms have been

proposed in the literature, for use by contending voice te?-5. Data traffic model

minals to access the channel (e.g., PRMA [15], two-cell ) _

stack [3,4], controlled ALOHA [1,3], three-cell stack [5]). V& adopt the following data traffic model. .

In our study, we adopt thevo-cell stackreservation ran- Data traffic has low priority compared to voice traffic, and
dom access algorithm, due to its operational simplicity, stdata& messages are generated by a large unknown number of

blllty and relatlvely hlgh thrOUthlj't when com_pared to thQNotice that the voice terminals, unlike data terminals, split before the be-
PRMA (ALOHA) [6] algorithm. This protocol differs from  ginning of the voice contention. Our results for the algorithm without this

the two-cell stack data collision resolution protocol in 2.3.1,initial split showed the voice capacity to be lower by several terminals.
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data terminals (theoretically infinite). The aggregate meéz) In the high capacity channel, the 12 ms of frame dura-
sage arrivals are Poisson distributed with mganessages tion accommodate 256 slots. As shown in figure 6, in
per frame, while the messages vary in length according to a this scheme six slots are used as request slots. This cor-

geometric distribution with parametgrand mearB = 1/4. responds to a 2.34% request bandwidth, which is within
B is expressed in packets per message, and the steady stat¢he desired range (2-3%). The first four slots of the
data rate packet arrival is equali® packetgframe. frame compose the first request interé&ice terminals

again get absolute access priority within the minislots of
this request intervalThe other two request slots, which

3. System parameters are exclusively dedicated to data request intervals, are
slots 88 and 172 of the frame. Thus, the data request

We use computer simulations to study the performance of slots (i.e., these two plus the potential use of the minis-

our two MAC schemes. The simulations were conducted o that the voice contention left unused in the begin-

with the parameters contained in table 1. Each simulation ning of the frame) are uniformly distributed throughout

pointis the result of an average of 10 independent runs, each o frame.

simulating 305000 frames (the first 5000 of which are used

as warmup period). The common parameters of the two schemes are shown
The differences between certain parameters of the twotable 1. We should note that:

schemes concern the channel rate, the total number of sla In our design, we chose the number of minislots per re-
gsggzgﬁy?nd the number of request slots per frame. Mo qguest interval (6 for the medium capacity channel and 4
' for the high capacity channel), to allow for guard time
(&) The channel rate for the medium capacity channel is and synchronization overheads, for the transmission of
1.8 Mbps (from [7-9]), whereas for the high capacity ageneric request packet (e.g., 40 bits long) that contains
channel is 9.045 Mbps (from [10]).

Table 1
(b) Inthe medium capacity channel, the 12 ms of frame du- Experimental system parameters.
ration accqmmodate approm_matgly 51 slots. To accoulggSign parameters Medium capacity High capacity
for guard time and synchronization, we assume that 50 channel channel
slots are available per frame. As shown in figure 5, in
. ] . hannel rate (Mbps) 1.8 9.045
this scheme the first slot is used as a request slot. THe
. .. . . L. . peech codec rate (Kbps) 32 32
request slot is subdivided into six minislotgoice ter-  Frame duration (ms) 12 12
minals get absolute access priority within the minislotsiots per frame 50 256
(i.e., data terminals can transmit their request packetsot duration fis) 240 46.875
only after the voice contention has enjled Request slots per frame 1 6
As itis easily understood, for the medium capacity chal inislots per request slot 6 4
y o ’ . P rE’acket size (bytes) 53 (5 header) 53 (5 header)
nel, the rather limited bandwidth and consequently thg;ce delay limit (ms) 24 24
small number of slotdrame, does not allow us to fully Mean talkspurt duration (s) 1.41 1.41
implement our ideas introduced in section 2. Mor#lean silence duration (s) N 178 178
specifically, it is not possible to implement the idea of#@ximum voice dropping probability 0.01 0.01

. o LRSS Low f i limit (slot 46 238
uniform data request slot distribution within the frame:°"" ffame voice occupancy limit (slots)
‘Average delay limit for data message 200 200

Fortunately, we are able to apply all our ideas in the casgyansmission (ms)
of the high capacity channel.

1 Slot 49 Slots

\
£
k4

*#

Rv and Rd It 14} wee aee T40

HEEEE0

6 request minislots

Figure 5. Frame structure for the 1.8 Mbps channel.
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4 slots 83 slots 1 slot 83 slots 1 slo 84 slots
“ B i | B bl | B
Rv and Rd
| ‘ I | | Is3 ‘ Rd '| Is4 | | Ties | Rd “ Tie7 | | I2s0 I

4 request minislots

Figure 6. Frame structure for the 9.045 Mbps channel.

the source identifier, along with some data (e.g., prioRRA [3,6]. The comparison with IPRMA can only be
ity, slots required, etc.), and for the propagation delajone conceptually, since the system parameters of the two
within the microcell. schemes are completely different, whereas in the compari-
(2) Because of assumption 3 of our voice traffic model, an" with RRA we use the same system parameters.
voice request intervals are located at the beginning of I.n IPRMA, speech users are aIIowed to f:ontend for reser-
each frame. vation slots ona frame-by-frame basis, vyhlle data users may
reserve multiple slots across a frame to increase throughput.
(3) Parametey of the data traffic model is equal to/8, The protocol includes a priority mechanism which ensures
thus,B = 8. Therefore, the average data message is asat speech users have greater access to idle slots.
sumed rather short since it contains approximately 3400 The IPRMA protocol presents four disadvantages when
bits. compared to VDI-MCC. The first disadvantage, as already
(4) According to the low-load mechanism described in Seg'gated n s_ectlon 2'_3'1’ s the use of the PRMA algorithm to
tion 2, we set the low frame voice occupancy limit a esolve voice terminal c_ontent|on, as _opposed to our use of
95% (this value was chosen via simulation). In case e two-_cell stack algorithm. PRMA IS an ALOHA-based
frame voice occupancy is below the above limit, the Bgservatlon ranqlpm access a'.go“‘h.”.‘ W.'th con_stant refcrans-
ssion probability. As such, it exhibits instability for high

allocates to the data terminals which have successfu q d achi | th hout than the inh v st
transmitted their request packets up to 8 slots (if the d s and achieves lower throughput than the inherently sta-
e tree and stack collision resolution algorithms [1]. The

terminal has requested that many in its request packet): . . ;
The choice of the two parameters of the low-load meciis cond disadvantage is the absence of request slots, the im-

anism (95%, 8) is reasonable, as it permits, even forpgrtance of which has b_een stated gaﬂier.
high (e.g., 9 data messagésame in the high capacity The other two, more important disadvantages of IPRMA

channel) the existence of ER slots for possible use Bg/e that it does not provide absolute priority to voice traffic
voice terminals, preserving this way the voice priorit)9 er datahtrafﬂc, a_nd the static natt;re of |tshlow-I(|)|ad mech-
we want to enforce. This parameters choice is furth@pism. The granting, in IPRMA, of a much smaller trans-

supported by the simulation results we present in Ser(r'l_ission probability to the data terminals is not enough to
tion 4 ensure absolute voice priority, which, however, is guaran-

teed in VDI-MCC. As for the IPRMA's low-load mecha-

nism, the following remarks should be made. In IPRMA,
4. Results and discussion if there arek idle slots in a frame oW slots, the authors im-

pose a speech priority dif slots and a data user who has
This section is divided in two parts. The first part referseveral packets ready for transmission is allowed to reserve
to the scheme for the medium capacity channel, which w to(k — M —1) slots, thereby keeping a minimum number
name VDI-MCC (Voice—Data Integration in a Medium Caof idle slots available for speech transmission. This handling
pacity Channel). The second part refers to the scheme for tiféhe low voice load situation presents the innate problem of
high capacity channel, which we name VDI-HCC (Voicethe external parametdf imposition, instead of its dynamic
Data Integration in a High Capacity Channel). adjustment, which would be best. Imposing tdimitation

externally will certainly result, in some frames, in sacrific-
4.1. VDI-MCC

2 However, it should be noted that for the simulation parameters considered

To d trate th d £ f h in [20] (224 Kbps channel transmission rate, 20 slots per frame) the use of
0 demonstrate the very good pertormance ot our sc em%\/en one request slot would incur a 5% bandwidth overhe#2D(&lots)

we will compare it with two previously proposed effi- on the system and would potentially deteriorate, instead of improving, the
cient schemes for voice—data integration, IPRMA [20] andsystem performance.
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Table 2
Steady state voice performance at voice capacity, the 97.5% t-confidence intervals are constructed in the usual
way [11].
MAC N Pdrop Mean access Throughput Percentage of
protocol (terminals) (%) delay (ms) (packétame) lossless
talkspurts
VDI-MCC 100 0930+ 0.039 2131+ 0.54 4382+ 0.10 86%
RRA 97 Q917+ 0.037 3084+ 0.54 4249+ 0.08 82%

ing slots for use by voice terminals that will not need them. **®

On the contrary, our low-load mechanism is totally dynamig; *°®
taking into consideration the voice users needs, the knov§14oo,oo
edge of which is possible because of the use of the requés, |
slots. This way the data users are well served, as itis possible |7
for them to acquire, if needed, all the available information
slots in the frame.

The almost obligatory absence of request slots in IPRMA
does not justify for the lack of a dynamic low-load mecha-
nism. One easily implemented possible approach would Pe

; . - . qrmance. First, we will examine the situation of accommo-
to make an estimation of the number of voice terminals thg

) o ating voice traffic only, then the situation of accommodat-
will try to transmit in each slot of the frame, based on the . , o .
mﬁq data traffic only and finally the situation of voice—data

—8—RRA (DaD)

i RRA(DMD)
VDI-MCC (DaD)
VDI-MGC (DmD)

Figure 7. Steady state mean data delays in the absence of voice traffic.

number of reserved .SlOtS in the frame z_ind the pr(.)bf’ib”'tan egration. We will show that VDI-MCC improves the re-
p andpsr of the voice source model, in a way similar tosults on the voice capacity and QoS requirements and re-
that of the Controlled ALOHA algorithm [1,3]. With the use : pactty q
o arkably improves the results on the data performance and
of such an estimation procedure, data users would be a@e .
. . . ; 0S requirements.
to dynamically acquire the maximum (or quite close to th
maximum) number of available slots of each frame. . .
; : 4.1.1. Results for voice traffic only
The RRA protocol, designed and implemented by Clear . .
X o ur results (presented in table 2) show that:
et al. [3,6], considered a system model quite similar to ours
(same traffic models and system parameters), with five difa) The voice capacity (defined as tmaximum number of
ferences: VTs for whichPyrop is less than 1%is 100 voice termi-
nals (VTs) for VDI-MCC, corresponding to a multiplex-
ing gain of 2(100/50), while it is equal to 97 voice ter-
minals for RRA, corresponding to a multiplexing gain of

2. RRA does not use ER slots. 1.94. Also, our simulation results show that for the same

3. In RRA, the BS allocates resources to the requesting ter- number of VT.S’ the voice packe_t dropping probability is
minalsat the end of each channel framend notat the always lower in VDI-MCC than in RRA.
end of the request slot of the current channel fraa®is (b) VDI-MCC achieves a significantly lower mean voice
done in VDI-MCC. packet access delay and a higher percentage of lossless
talkspurts (i.e., talkspurts with no packet dropping).

1. RRA useswo request slots, the second of which is used
for data requests.

4. In RRA, in order to achieve absolute voice traffic prior-
ity, the BS preempts data reservations to service voice
requests. More specifically, whenever new voice requegts .2. Results for data traffic only

are received and every information slot within the framgs shown in figure 7, and as expected by: (a) the immediate
is reserved, the BS attempts to service the voice requegiigcation of resources (after the end of the corresponding re-
by canceling the appropriate number of reservations bguest interval, while in RRA allocation is done at the end of
longing to data terminals (if any). When a data reservaach channel frame), (b) the use of ER slots, and (c) the pos-
tion is canceled, the BS notifies the affected data termingble allocation of more than 1 information slots per frame to
and places an appropriate request at the front of the d@i@ data terminals in low voice load situations, the improve-
request queue. With the use of this mechaniata traf-  ments in mean data packet access delays (Babil mean

fic does not affect the accomodation and QoS provideddata message transmission delays (Dfm®Jer the corre-
the voice users
. . . 3 The data packet access delay is defined as the time period from the instant
5. In RRA, data terminals may acquire only one informa- a data terminal generates a message, until it completes the transmission
tion slot per frame of the first packet of its message in a reserved slot.

. 4The data message delay is defined as the time period from the instant a
We compare VDI-MCC with RRA on three types of re- gata terminal generates a message, until it completes the transmission of
sults, to demonstrate our scheme’s significantly better petthe last packet of its message in a reserved slot.
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sponding delays for RRA amramatic Both of these data zgggg 777777777777777777777777

performance metrics are remarkably lower in VDI-MCCxg 20000 4 - - - - --
. . £
More specifically, we observe that in RRA the data messageso.o0

delay is consistently greater than the data access delay3ojpo° | [===FRA (DaD)
about 84 ms. This is because the data message delay in thi§)? & s | |rRa OmD)
scheme equals the sum of the access delay(&nd 1)F, -2 @9 VDHMOC (DaD)
whereF is the frame duration (i.e., 12 ms). On the contrary, e VDHVOC (BmD)

in VDI-MCC the data message delay is greater than the data
access delay by just 6.5-10 ms, due to the three basic im_
provements mentioned above. The minimum difference ofsoo,00 7777777777777777

6.5 ms between the two delays in our scheme is explainedpypp00 |

the fact that, although data messages whose length is smﬂeao,oo ,,,,,,,,,

than or up to 8 packets can be transmitted within a few slc§Szoo,o

. . . . . comeepomnes RRA (DaD)
(7 at a maximum, beyond the slot in which the first is trans- 1000 HRAEDW))
mitteo!), data messages whose length exceeds 8 packets _needO A VDEMOG (DaD)
to wait for more than a frame for the completion of their e e ° ° ° ¢ ~VDHMCC (DmD)
A (messages/frame)

transmission. As a consequence of these two situations, the (b)

average time needed for the transmission of a data message

after this message has been allocated its first slot is at leastFigure 8. Steady state mean data delaysMa} 80, (b) N = 90.
somewhat longer than half a frame (6 ms). Additionally, we

see from figure 7 that the mean data message delay for Rigaresolve voice contention, thus leaving 4 minislots for the
is maintained below 200 ms until the data message arrifggnsmission of data requests.

rate A equals about 2.5 messagfzame, then it increases ~ Figures 8(a) and (b) show the Dab and DmD curves for
sharply (about 400 ms for = 2.55 and off the scale for both schemes, for a constant number of VTs (80 in 8(a)
A=26). and 90 in 8(b), which correspond to a medium and a high

In VDI-MCC, on the contrary, the mean data messagiice load, respectively) and for different data message ar-
delay is impressively lower than that in RRA for < rival rates. We observe that the mean data message delay, for

2.6, it remains below 200 ms for arrival rates up to 5.780th medium and high voice loads, is in VDI-MCC not only

messagedrame before it starts to increase sharply and evefiluch smaller than the mean data message delay in RRA, but
tually goes off the scale for = 5.82. Consequently, in also smaller than the mean data access delay in RRA (i.e.,

RRA the maximum data packet throughput achieved wifi VPI-MCC data messages are transmitted faster than the
the mean data message delay below 200 ms is about tHfISMission of just one data packet in RRPBurthermore,

(2.5 x 8) packets per frame, which corresponds to a 41.78 VTS = 80 RRA achieves a channel throughput of 90.3%
channel throughp8i.e., 20/48). In VDI-MCC, in turn, the (for » = 1) with the average data message delay below the

maximum data packet throughput achieved with the me.L;-lWit of 20_0 ms. (;I'he respective channel throughput when
data message delay below 200 ms is 46.084% 8) packets VTISh: 90 Ihs 87.9% I(fo'?‘ =h0.?3b'lrf'1v(|aé:grrespontlilng cghlag;/
per frame, which corresponds to a 94% channel throughp ? throughputresults for the - protocolare 91.8%

more than twice as much as the channel throughput of t Qr A = 1.2) and 91% (forn - 0.6), respectiv_ely. Th_ere-
RRA fore, the channel throughput in our scheme is consistently

greater than that of RRA.
4.1.3. Results for voice—data integrated access The advantageous results of VDI-MCC are again owed

Our simulation results, shown below, demonstrate that tﬁ% the immediate allocation of resources, 1o the use of ER

. . ots, and to the exploitation of the frames where voice load
use of only one slot for accommodating voice and data rg- . ; . ;

: o ; appens (in spite of the considerable number of VTs in the
quests is sufficient and offers much better voice and data

Q0S than RRA. Before discussing our results, we Supp(]%;fstem) to be lower than the set low frame voice occupancy

. 0 -
this argument analytically. The expected number of vomgnlt of 95%. In the latter cases, the beneficiary for data

. . . userslow-voice-load mechanisns activated. These three
terminals entering talkspurt at the beginning of a frame

equal to the product of the mean number of silent termﬁ%ctors are responsible for the decrease of the mean data
qual prt . ... . message delay in VDI-MCC (compared to that of RRA) by
nals times the silence-to-talkspurt transition probability (i.e, , .
. more than 80 ms (and up to 200 ms, see figure 8(b)), which

NpspsT). This expected number of new contenders per

. : orresponds to a constant improvement of at least 7 chan-
frame turns out to be much less than one (e.g., it varies P P

e- . . . )
. el frames. This result is explained by both the quick trans-
tween 0.34 and 0.38 for high load values from 90 to 100). mission of data messages consisting of less than 8 packets

E)igalijnsfn?)fsih;szzl“nscl)orrr]i)?enlﬁgg X;OS %?ﬁ;ﬁ;;“:?’é :2:&%? low-voice-load situations their transmission takes place
' ﬂhin one frame, offering an advantage of almost 7 frames

5 Throughout this paper, we calculate the channel throughput as the u{@dour scheme) and by the data preemption policy adopted
fraction of the total number of information slots within the frame. in RRA, which furthermore aggravates the data delay per-
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formance of that scheme under medium and high voice loadclear from table 4 that our scheme is significantly better
conditions. than RRA.

Table 3 presents the results for the maximum voice capac-
ity achieved by VDI-MCC for different data message arrivad.2. VDI-HCC
rates (in this case, we ignore the data QoS requirement for
an upper bound on the mean data message delay). The proper choice of the amount of the permanent request

As we have thoroughly explained in our system moddbandwidth, the use of the ER slots and the high capacity
our scheme repeatedly offers absolute priority to voice use¢d,the channel leads VDI-HCC to achieve a very high mul-
in both the allocation of the available information slots antiplexing gain. For voice traffic only, the maximum voice
the acquisition of the ER slots within each frame. Thus, weapacity reached is 556 terminals, which corresponds to a
consider unnecessary and unfair to data users the further iraice multiplexing gain of 556256 = 2.17. With the mean
position of a penalty in the form of data preemption in ordegilence and talkspurt duration parameters of a voice termi-
to accommodate a newly arrived voice request, and henoa), the optimal (however, impossible to achieve in practice)
we do not adopt the approach used in RRA. As a result afultiplexing gain is equal t¢(1.41+ 1.78)/1.41} = 2.26.
this decision, we can see in table 3 that the increase ofAdditionally, as expected from the very high multiplexing
leads to a slight decrease of the voice capacity of our syggin, the voice packet throughput is equally high, reaching
tem. This decrease does not exceed a very small numbe248.5 packetdrame at voice capacity, thus filling 97.4% of
terminals (2 VTs). Still, VDI-MCC achieves a higher voicghe information slots.
capacity than RRA, where the data preemption policy main- In figures 9 and 10 we present the simulation results for
tains the maximum voice capacity constant at 97 VTs, for 4hie voice packet dropping probability and the mean voice
data rates considered. packet access delay versus the number of active voice termi-

When comparing the two schemes on the basis of thals, respectively.
voice capacity and the channel throughput while at the sameln figure 11 we consider the voice—data integration and
time fulfilling both the voice and data QoS requirements, wWe present the simulation results of our scheme Aggp

as a function of the number of VTs in the system, para-

Table 3
First QoS comparison of VDI-MCC and RRA. 4 1200
E R v~ >
A Max. voice capacity foPgrop < 1% 2 1,000
B 08004 - AT
(messagedrame) VDI-MCC RRA g g 0600
0.1 100 % 0400 f oo ¥
0.2 99 s
200 4 - - - - - _ e
0.5 99 8 0,200
0.7 99 97 g 0,000 0 =] m - 0 c:a (] ri - o] N~
0.8 98 b b b & B8 8 8 3 F 8 8 8
1.0 98 N, Active Voice Terminals
1.2 98
1.3 98 Figure 9. Steady state void&yop versus the number of active voice termi-
nals.
Table 4
Second QoS comparison of VDI-MCC and RRA.
A Max. voice capacity foPgrop < 1% and DmD< 200 ms
(message¥rame) VDI-MCC RRA
Capacity ~ Channel Pqgrop \oice packet DmD Capacity ~ Channel Pgrop Voice packet DmD
throughput (%) access delay (ms) (ms) throughput (%) access delay (ms) (ms)
0.1 100 0.909 0.973 284 180.6 95 0.886 0.623 26.69 197.4
0.2 98 0.912 0.761 162 196.7 92 0.877 0.361 22.99 191.3
0.3 96 0.909 0.526 193 183.1 91 0.886 0.280 21.84 194.6
0.4 94 0.910 0.417 122 194.7 89 0.885 0.187 20.49 189.4
0.5 92 0.909 0.282 194 177.9 88 0.892 0.153 20.04 199.4
0.6 91 0.918 0.236 122 199.2 86 0.891 0.102 19.28 193.3
0.7 89 0.917 0.176 105 187.3 85 0.899 0.084 19.03 198.7
0.8 87 0.915 0.105 .84 165.4 83 0.898 0.063 18.69 192.2
0.9 86 0.922 0.082 .86 186.1 82 0.905 0.048 18.48 198.4
1.0 85 0.928 0.077 .98 192.4 81 0.912 0.042 18.38 199.5
1.1 83 0.926 0.049 .29 182.2 79 0.911 0.039 18.28 190.4
1.2 81 0.927 0.032 81 175.3 78 0.918 0.036 18.24 197.3

13 80 0.933 0.031 Bl 195.6 76 0.916 0.032 18.14 188.3
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metrized on the data message arrival vatéd=rom the four of 552/256 = 2.156). This decrease in voice capacity is
curves shown in the figure, which, for the facts of the chama- small cost to afford for achieving a much better perfor-
nel, correspond to lowA(= 0.4), medium £ = 1, A = 2) mance on the data message delay than the one we would
and high £ = 9) data message arrival rates, we obsernfmave achieved had we used a data preemption mechanism,
that the voice capacity does not drop below 552 VTs, evevhich severely deteriorates the data message delays under
for A = 9, which corresponds to a literal avalanche of datsigh voice loads.
traffic (2.3 Mbps). The decrease of 4 VTs in the voice ca- Figure 12 shows the DaD and DmD curves for VDI-HCC,
pacity of the system corresponds to just a 0.72% loss frdfigr a constant number of VTs equal to 515 and for different
the voice capacity achieved in the absence of data traffitata message arrival rates. We see that VDI-HCC achieves a
This result proves once more, similarly to the case of VDlrery high aggregate channel throughput of 96.8% while the
MCC, that the absence of a data preemption mechanigwerage data message delay remains below the delay limit of
(such as the one introduced in RRA) leads to a trivial d@00 ms (also notice from figure 11, th&drop is much lower
crease in the performance of VDI-HCC on the voice perfothan 1% in this case). It is also shown that the mean data
mance and QoS parameters (notice that the voice capaeit¥ssage delay is slightly higher than the mean data packet
of 552 VTs corresponds to a very high multiplexing gaiaccess delay, which proves that the low-voice-load mecha-
nism guarantees the quickliest possible transmission to data
messages after they have succeeded in transmitting their first
packet, without affecting the overall throughput, voice per-
formance and data packet access delay.

Finally, in table 5 we present the results for the voice
capacity and the respective channel throughput achieved by

30,00
25,00
20,00
15,00 -
10,00 1

5,00 3

0,00

Mean Voice Packet
Delay (ms)

2 2 8 §8 8 8 8 ¥ 3 & B 1 VDI-HCC fordifferent data message arrival rates, when at

N, Active Voice Terminals the same time both the voice and data QoS requirements

. , are satisfied. The results concerning the channel throughput
Figure 10. Steady state mean voice access delay versus the number of active

voice terminals.

400,00

300,00 +
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s 2 ]
B3 . 9 100,004
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A=9 AMmessages/frame), channel

throughput(%)
N, Active Voice Terminals

) . . Figure 12. Steady state mean data delays Witk 515 active voice termi-
Figure 11.Pyrop for different data message arrivals rates.

nals.
Table 5
Performance of VDI-HCC when fulfilling both the QoS requirements.
A Max. voice capacity foPgrop < 1% and DmD< 200 ms
(messagedrame) VDI-HCC

Capacity Channel throughput Pdrop (%) DmbD (ms)
0.2 544 0.963 0.469 195.9
04 538 0.960 0.292 198.6
0.6 535 0.961 0.242 189.3
0.8 530 0.962 0.184 192.4
1.0 525 0.960 0.139 187.8
15 520 0.966 0.098 193.0
2.0 511 0.966 0.035 182.3
25 505 0.972 0.029 187.4
30 500 0.977 0.021 188.3
4.0 486 0.982 0.015 199.6
5.0 469 0.985 0.012 196.5
6.0 448 0.981 0.007 189.9
7.0 427 0.980 0.006 193.3
8.0 409 0.979 0.005 198.2
9.0 391 0.979 0.003 193.6
10.0 372 0.977 0.003 187.2
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are of major importance, because they prove that VDI-HCC Transactions on Telecommunications and Related Technologies 5(1)
takes advantage of all the available channel resources. The (January-February 1994) 11-18. '
constant Surpassing of 96% channel throughput for all th@] A.C. Cleary and M. Paterakis, An investigation of reservation random

dat ival rat dth hi tofath h access algorithms for voice—data integration in microcellular wire-
ata message arrival rates an e achievement of a (nrough- less environments, International Journal of Wireless Information Net-

put as high as 98.5% for high data message arrival rates in- \orks 2(1) (January 1995) 1-16.
dicates the efficiency of the proposed multiplexing mechas] A.C. Cleary and M. Paterakis, Design and performance evaluation
nism. of an RRA scheme for voice—data channel access in outdoor micro-
cellular wireless environments, Mobile Networks and Applications
(MONET) Journal 2(1) (1997) 31-43.
[7] D.C. Cox, Wireless personal communications: What is it?, IEEE Per-
sonal Communications 2(2) (April 1995) 20-35.
) [8] J.M. De Vile, A reservation based multiple access scheme for a future
In this paper we have proposed and evaluated two multl-  universal mobile telecommunications system,Rroc. of the 7th IEE
ple channel access control schemes for integrating voice and Conf. on Mobile and Personal Commu#righton, UK (December
data traffic in both medium and high capacity microcellular  1993) pp. 210-215. o
environments. Voice traffic is offered almost absolute prior!® J: Puniop, J. Irvine, D. Robertson and P. Cosimini, Performance of a

. . . . . statistically multiplexed access mechanism for a TDMA radio inter-
ity over the data traffic, due to its more stringent quality of face, IEEE Personal Communications 2(3) (June 1995) 56-64.

service requirements. [10] D.A. Dyson and Z.J. Haas, A dynamic packet reservation multiple
Via an extensive simulation study we demonstrate that the access scheme for wireless ATM, iRroceedings of the IEEE MIL-
scheme investigated for the medium capacity channel (cor- COM97. ; fonSimulat deling and Analveiand
responding mostly to outdoor environments) evidently eX ':a';:'ibha(",\‘;lsgra\\’NVﬁmKel’;‘Qf'm“ ation Modeling and Analysian
cels both conceptuall_y _and m_S|_mU|at|0n results when COM2] N.M. Mitrou, G.L. Lyberopoulos and A.D. Panagopoulou, Voice and
pared to two other efficient existing MAC schemes, and that = gata integration in the air-interface of a microcellular mobile commu-
the scheme investigated for the high capacity channel (re- nication system, IEEE Transactions on Vehicular Technology 42(1)
ferring to indoor environments) achieves remarkably hig[h (February 19933] 1-13. . _ _
channel throughput while fulfilling the voice and data qual*®! N-M- Mitrou, Th.D. Orinos and E.N. Protonotarios, A reservation
. f . d f . Th d multiple access protocol for microcellular mobile-communication
ity 0 SerVIC_e and performance requirements. The very goo systems, |IEEE Transactions on Vehicular Technology 39(4) (Novem-
results achieved by both our schemes are a consequence Ofper 1990) 340-351.
the combination of two novel ideas of ours, along with twi4] B. Mukherjee, Integrated voice—data communication over high speed
useful ideas presented in the literature in the near past (con- fiber OPSC networks, 'EEE CO"Z‘F’Utef Magazine f24(2) (1991]2 49-58.
cept of ER slots and uniform distribution of request slots§t® S Nanda, D.J. Goodman and U. Timor, Performance of PRMA:
our t lideas arthe sharing of certain request slots A packet voice protocol for cellular systems, IEEE Transactions on
ur two n_ove > g_ i - a . Vehicular Technology 40 (1991) 584-598.
among voice and data terminals with priority given to voicgi6] M. Paterakis, L. Georgiadis and P. Papantoni-Kazakos, A full sens-
and the use of a fully dynamic low-voice-load mechanism ing window RA algorithm for networks with strict delay constraints,
in order to minimize unnecessary data message delays, re- Algorithmica 4 (1989) 313-328.

- . o :[17] M. Paterakis and P. Papantoni-Kazakos, A simple window random
duce the voice packet dropplng prObablllty and hence IH access algorithm with advantageous properties, IEEE Transactions on

5. Conclusions

Crease the Channel thr"_“ghp‘“ by eXpl(?Itlng all the avgul- Information Theory 35(5) (September 1989) 1124-1130.
able information slots within each frame in the best possibjgs] R. Rom and M. SidiMultiple Access Protocols: Performance and
way. Analysis(Springer Verlag, 1990).

We should note that the high capacity channel offers th] T_. Suda and T. Bradl_ey, Eacketized voice/data integrated trans_mis-
opportunity of broadening the classes of traffic it can ac- 2?%3;2:?}:‘5;5:52233)”?fgg’;alzggfaz :ft""ork' IEEE Transactions
commodate. Therefore, the next step of our research VYEJ)] W.C. Wong and D.J. Goodman, A packet. reservation multiple ac-
be the introduction of variable bit rate compressed video cess protocol for integrated speech and data transmission, IEE
sources into the system and the efficient multiplexing of  Proceedings-1 139 (December 1992) 607-612.
all three diverse types of traffic. This way, our scheme

will serve to offer access to a complete multimedia plat-

form.
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