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Abstract—With rapid advances of scatter radio systems, the
principle of reflection rather than active transmission employed
by backscatter sensor networks has emerged as a potential key
enabler for low-cost, large-scale and dense ubiquitous sensor
networks. Despite the presence of three different unknown
channel links due to the bistatic setup (i.e., carrier emitter and
receiver are dislocated), as well as multiple unknown scatter
radio-related parameters, this work offers a novel coherent
receiver of frequency-shift keying (FSK) modulation for the
bistatic scatter radio channel. Furthermore, with the objective
of range maximization, specific short block-length cyclic channel
codes are utilized. The proposed approach requires minimum
encoding complexity, ideal for resource-constrained, ultra-low
power (e.g. microcontroller unit-based), low-bit rate scatter radio
tags, adheres to simple low-complexity decoding at the receiver
and achieves high-order signal diversity. Analysis is followed
by experimental validation with a commodity software-defined
radio (SDR) reader and a custom scatter radio tag; tag-to-
reader ranges up to 150 meters are demonstrated with as little
as 20 milliWatt transmission power, increasing sensing ranges by
approximately 10 additional meters, compared to state-of-the-art
bistatic scatter radio receivers. With the imminent emergence of
backscatter sensor networks, this work serves as a small step
forward towards the realization of low-cost, low-power, increased-
range, wireless sensing applications.

Index Terms—Bistatic backscatter sensor networks, coherent
detection, cyclic channel codes, soft-decision decoding, increased
bistatic ranges.

I. INTRODUCTION

Dramatic advances in sensor technology are driving the
ubiquitous deployment of large-scale wireless sensor net-
works (WSNs) to unprecedented levels. Current state-of-the-
art WSNs have been seemingly integrated into many aspects
of every-day life and are constantly deployed for a plethora
of monitoring and/or control applications in some of the most
diverse fields [1]. One of the most promising applications of
WSNs is that of environmental monitoring, where literally
hundreds or thousands of sensors are deployed to moni-
tor various environmental variables at scales and resolutions
previously considered impossible to achieve. The dream of
ubiquitous large-scale sensing generates increased demands for
scalability, prolonged network lifetime and reduced monetary
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cost, challenging existing WSN technologies to accommodate
strict budget or energy constraints.

Scatter radio, i.e., communications by means of reflection
[2], although dating back to 1948, has only recently emerged
as a potential key-enabling technology for ubiquitous sensing.
Scatter radio has been extensively utilized in radio frequency
identification (RFID) systems for supply chain monitoring and
object tracking. Rapid advances in sensor technology and the
evolution of RFID systems has facilitated the integration of
low-cost sensors with RFID technology [3], [4], giving rise
to a new generation of low-cost and low-power WSNs that
deviate from conventional sensor network wisdom.

Scatter radio achieves this by centrally generating a car-
rier wave that is used to simultaneously illuminate multiple
tags/sensors. The tags do not actively radiate power but instead
rely on the principle of reflecting the incident carrier signal
while altering the physical properties of an antenna in a
way that depends upon the data sensed. The benefit of such
approach lies in the fact that the sensors/tags adhere to simpler
radio frequency (RF) emitter designs, essentially consisting of
a single RF transistor switch. This way, both monetary cost
and energy requirements can be kept at relatively low levels,
enabling dense large-scale sensor deployments that overcome
many of the issues associated with conventional WSN systems.
Furthermore, scatter radio can enable chip-less sensors with
numerous applications - an example can be found in [5] and
references therein.

Commercial RFID readers and passive (i.e., battery-less)
tags/sensors typically lie at the heart of existing scatter radio
sensing testbeds. Monostatic architectures are usually em-
ployed, where the transmit antenna generating the carrier
as well as the receive antenna for demodulating reflected
signal are part of the same equipment. However, monostatic
architectures are characterized by the severe impact of the
round-trip path loss since the carrier signal needs to propagate
from the reader to the tag and subsequently be reflected back.
In conjunction with passive tags, monostatic architectures offer
limited communication ranges, on the order of a few meters
(signal-to-noise ratio at the receiver drops at minimum with
the fourth power of reader-to-tag distance [6]).

In monostatic architectures, examples of noncoherent re-
ceivers can be found in [3], [7] and examples of coherent
receivers can be found for single-antenna readers in [8], [9]
or multiple-antenna readers in [8]. For the coherent receivers,
commercial RFID tags with FMO line-coding and on-off key-
ing (OOK) modulation were utilized and careful modeling of
I and Q components of the received signal was exploited with
zero-forcing [8] or maximum-likelihood (ML) [9] techniques.



However, the focus was on collision recovery at the physical
layer (when more than one tag reflected simultaneously), rather
than increasing communication range.

For increased communication ranges, semi-passive (i.e.,
energy-assisted) tags have been proven effective; such tags
include an external energy source (e.g. battery) [3] or rely on
energy harvesting techniques [10]-[12] but continue to employ
reflection rather than active transmission. Such approach was
followed in [3] which proposed battery-assisted tags, coupled
with a monostatic architecture and offered detection algorithms
for noncoherent minimum-shift keying (MSK) modulation at
the tags. Such modulation allowed for simultaneous reflection
of multiple tags without collision using simple frequency
division multiplexing (FDM). Assuming very small bit rates -
sufficient for sensing application where stable environmental
conditions are monitored - the authors in [3] demonstrated
extended tag-reader ranges on the order of 15m in an indoor
scenario with as little as 7dBm transmit power and SDR
techniques.

To further increase sensing/communication ranges, bistatic
architectures have recently been proposed [7], [13], [14].
Bistatic setups are formed by dislocating the carrier signal
generator from the reader, effectively addressing most of
the drawbacks of monostatic architectures; multiple low-cost
carrier emitters can be placed in a given area, forming cells
where each emitter illuminates a different subset of tags.
This way, the probability that a tag is placed close to a
carrier emitter increases, offering potential link budget gains.
Recently proposed ambient backscatter [15], where scatter
radio terminals parasitically modulate information on top of
a signal emitted from a distant TV station emitter, is also a
promising case of bistatic scatter radio applications.

Bistatic scatter radio principles for low-bit rate sensing
applications, in conjunction with FSK can naturally facilitate
efficient multiple access schemes; each sensor/tag within a
cell can be associated with a unique part of the spectrum,
thus enabling FDM. Low cost carrier emitters can further
utilize a time division multiplexing (TDM) scheme to miti-
gate interference among neighbouring cells. Demonstration of
collision-free, multiple access with bistatic scatter radio prin-
ciples and receiver-less environmental humidity sensors was
recently offered in [16]. The authors networked a greenhouse
with analog bistatic scatter radio principles and demonstrated
the advantages and disadvantages of (bistatic) scatter radio
technology. Given that the focus was on ultra-low cost, simple
analog designs were exploited.

The complete bistatic scatter radio signal model with on-off
keying (typically employed in commercial RFID systems), as
well as FSK (ideal for the power-limited regime) was derived
in [7], [13], [14]. The authors proposed noncoherent detectors
for each modulation scheme and subsequently demonstrated
experimental ranges on the order of 100 meters, using semi-
passive tags in an outdoor scenario with 13dBm transmission
power.

An additional approach towards range maximization relies
on the use of channel codes (i.e., error-correction coding),
which under certain conditions, exhibit vanishing probability
of error as the codeword length, i.e., number of coded bits,
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goes to infinity. From a practical point of view, scatter radio
cannot support such class of codes, due to limited tag process-
ing and storage capabilities; error-correction codes of a) short
codeword length and b) low-complexity encoding, appropriate
for resource-constrained tags/sensors are strict design options.

Work in [17] first employed channel coding (i.e., error-
correction) techniques, tailored to the noncoherent bistatic
(uncoded) scatter radio setup of [7] to further increase
communication ranges. The authors proposed low-complexity
(small codeword length) encoding for adding redundancy to
the information reflected by the tag; a near-optimal joint
detection-decoding procedure was then proposed to exploit
such redundancy for improved BER performance at the reader.
Experimental results demonstrated range gains on the order of
meters compared to the uncoded setup of [7].

This work further increases range coverage by developing
novel coherent (instead of noncoherent) receivers for bistatic
scatter radio and low-bit rate sensing appliations, extending
recent work in [7]. Such task may seem formidable since
(a) in the bistatic setup signals propagate over three different
channels, as opposed to the single communication channel
of conventional point-to-point communications and (b) scatter
radio further complicates the problem by introducing addi-
tional design parameters (such as antenna structural mode,
antenna reflection coefficients, scattering efficiency), which are
generally unknown at the receiver. Despite the challenging na-
ture of scatter radio, the proposed coherent receiver improves
BER performance compared to state-of-the-art and specific
analytical, simulation as well as experimental corroborating
results are offered.

Furthermore, additional range gains are achieved by propos-
ing specific short block-length cyclic channel codes. The
scatter radio tag introduces redundancy to the reflected in-
formation (encoding) and the receiver/reader exploits such
redundancy to improve BER performance (decoding). The
proposed approach requires minimum encoding complexity
at the tag (ideal for resource-constrained scatter radio tags),
adheres to simple low-complexity decoding at the reader and
achieves high-order signal diversity through appropriate low-
complexity prepossessing.

More specifically, this work:

o Derives the optimal ML coherent detector for the bistatic
scatter radio channel and provides a simple procedure to
estimate the unknown (channel or microwave) parame-
ters. The analytical error performance of the system is
offered and losses due to imperfect channel estimation
are analyzed.

e Proposes specific small codeword-length cyclic block
codes with optimal (ML) low-complexity decoding. The
structure of the specific class of codes is further ex-
ploited to perform low-complexity encoding, guaranteed
to achieve high-order diversity.

o Experimentally validates the theoretical design and
demonstrates extended tag-reader ranges on the order of
150 meters with as little as 20mW transmission power
and omnidirectional antennas. It is experimentally ver-
ified that the proposed receivers offer range extension
on the order of 10 meters compared to state-of-the-art
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noncoherent receivers for bistatic scatter radio.

The rest of the work is organized as follows. Section II
provides the system model and describes the utilized modu-
lation scheme. Section III presents the full bistatic coherent
reception scheme, as well as a simple approach to estimate
channel parameters with the analytical bit error performance
subsequently presented in Section IV. Specific short block
length channel codes are incorporated in the coherent bistatic
setup and the corresponding decoding procedure is offered
in Section V. Detailed simulations as well as experimental
results are given in Section VI corroborating the extended
communication range capability of the proposed approach.
Finally, the conclusion is offered in Section VII.

II. SIGNAL MODEL AND MODULATION SCHEME

The bistatic scatter radio architecture is employed [7], with
a carrier emitter, a sensor/tag and a software-defined radio
(SDR) reader, as depicted in Fig. 1. In contrast to conventional
monostatic RFID systems, the carrier emitter is dislocated
from the SDR reader and transmits a carrier at the ultra high
frequency (UHF) band. The semi-passive sensor/tag performs
binary modulation by switching its antenna load between two
distinct values with different rates Iy and F}, corresponding
to bit 0 and bit 1, respectively.! The carrier wave is then
reflected with changed frequency and phase depending on the
(modulating) antenna load of the tag.

Due to the relatively small communication bandwidth, i.e.,
low bit rate sensing applications, frequency non-selective fad-
ing is assumed. For flat fading, the baseband complex channel
model for the three links (depicted in Fig. 1) during channel
coherence time T, is given by:

hy = aie™7® 1€ {CR,CT, TR}, (1)
where acT,atr,acrg € R4 denote the channel attenua-
tion parameters and ¢cr, dTR, Pcr € (0,27) denote the
corresponding phases due to signal propagation delay. The
channel parameters hycT,Tr,cr} above are assumed circularly
symmetric, complex Gaussians, with non-identical variances
ie., by ~ CN(0,0%), | € {CR,CT,TR}. Additionally, the
channel parameters are independent of each other and change
independently every Tiop.

The carrier emitter transmits a continuous carrier of fre-
quency Fi,, with complex baseband equivalent given by:

C(t) — /2P66_j(2ﬂAFt+A¢)7 (2)

where AF and A¢ model the frequency and phase offset,
respectively, between the carrier emitter and the SDR reader
and P, denotes the carrier transmission power.

The tag reflects the incident, attenuated and phase-rotated
waveform acre 7?7 c(t). The reflected modulated waveform
is further attenuated by a constant s, which depends on the

! Additional termination loads can facilitate M-ary modulations, as exper-
imentally shown in [18].
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Fig. 1. Bistatic architecture system model: the carrier emitter is displaced

from SDR reader and RF tag modulates the incident RF signal from the carrier
emitter.

tag inherent scattering efficiency.” The baseband scattered
waveform can be written as:

a(t) = su;(t)acre 79T c(t), i€ {0,1}. 3)

For FSK modulation, waveform wu;(¢) (which corresponds
to bit b; € {0,1}) represents the fundamental frequency
component of a 50% duty cycle square waveform of frequency
F; and random initial phase ®; € [0, 27):?

Tp—T,4
%fcos(zwmwr@i) ie{0,1}, 4
s

where ug is a constant depending on the tag antenna structural
mode A, and the tag reflection coefficients I'g, I'; [19].

For duration T of a single bit b; € {0,1}, the received
baseband signal at the SDR homodyne reader is given by the
superposition of the carrier emitter sinusoid and the backscat-
tered tag signal through channels hcr and hrg, respectively:

uz(t) = Uug +

y(t) = QCRe’j‘ﬁCRc(t) + aTRe’j‘bTRx(t) +n(t), )

where n(t) is a circularly symmetric, complex baseband
additive Gaussian noise process with power spectral density
(PSD):

o |FI<W

0, otherwise.

Parameter W denotes the SDR reader receiving bandwidth.
It is noted that the system model adopted from [7], has been
extensively verified experimentally [13], [14], [16], [20], [21].

III. RECEIVERS FOR BISTATIC SCATTER RADIO BINARY
FSK (BFSK)

By substituting Egs. (2)—(4) in Eq. (5), the received base-
band signal at the SDR reader for duration 7" of a single bit

2When passive tag/sensors are used with RF energy harvesting, the amount
of scattered power may depend on the amount of harvested power, which
in turn depends on the RF harvester efficiency and overall tag hardware
architecture. Here, we have not utilized passive tags or RF energy harvesting,
but instead, semi-passive tags are assumed, where energy may come from
battery or other energy harvesting solar or thermal or chemical sources.

31t can be shown that the fundamental frequency component holds == 80%
of the total power of the 50% duty cycle square pulse [3].



b; € {0,1} can be written as:

y(t)= (TPCe*jM (acre 99" + sacrarruge I (¢oToTR) )
DC term

+ mCTRE*]’meR COS(27TFit + @J) « g J2mAFt + n(t),

(N
where the following simplified notation has been used:
dcTrR = ¢t + TR + AP+ L(Lg —T),
2
mctr =/ 2P|To — F1|GCTCLTR;5- (®)

The carrier frequency offset (CFO) can be directly estimated
and subsequently compensated using standard periodogram-
based estimation techniques, as in [7]. The periodogram esti-
mate coincides with the maximum-likelihood estimate (MLE),
which asymptotically offers mean-squared error (MSE) that
decays with the cubic power of the number of utilized samples
[22, pp. 542].

The DC term, which conveys no bit information, can be
eliminated by estimation and removal of the received signal’s
mean value E{y(¢)}. Both CFO and DC term estimation re-
quire strong carrier and tag signals; design parameters relevant
to such requirement (e.g. tag antenna structural mode) are
discussed in [7]. The received signal waveform over one bit
period T is then given by:

y(t) = horr cos(2nEit + ©;) + n(t) 9)

or equivalently, by:

with
(11

The fading model in (11) is equivalent to a special case of the
dyadic backscatter channel first presented in [23].

Eq. (10) reveals two subcarriers for each frequency F; (due
to the cosine term), one at the positive semiaxis (F;) and
one at the negative (—F;). That is due to the fact that the
tag/sensor modulates the carrier directly at passband, through
reflection (of the carrier), explained above. In contrast, for
a classic FSK transmitter, only one subcarrier appears for
each frequency and the optimum FSK receiver correlates
the received signal against frequencies Fy and F for signal
detection [24, pp. 178]. If the same receiver was utilized for the
bistatic FSK signal model above, the subcarriers at frequencies
—Fy and —F; would not be considered, resulting in a 3dB
performance loss. Evidently, a classic FSK receiver is not
directly applicable in such scatter radio setup and work in
[7] provided the appropriate noncoherent design.

The following theorem assists the design of coherent re-
ception, since all unknown (at the receiver) complex channel
gains and synchronization parameters, including emitter-to-tag
link’s, are concentrated to a single 4 x 1 complex vector:

Theorem 1: The complex vector baseband equivalent of the
received signal of Eq. (10), for duration 7' of a single bit
b; € {0,1}, is given by:

r=h0osp +n,

hoTr = morre 19TR,

12)
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where ® denotes the component-wise (Hadamard) product and
elements of the corresponding vectors are given by:

rar \/Tf;CTR eti®o (1 - bz) nar

ro | 7\520“" e~ I®o (1-25;) ng

r;r B \/TféCTR etTi®1 © b; + TLIr ’

T YThors g=j bi ny
(13)

where sp, = [1 1 0 0] for b; = 0 and s, = [0 0 1 1]T
for b; = 1. For F; + 20/T <« W, the random vector n ~
CN (0, 221,).
Proof: in Appendix L. [ ]
The average received signal-to-noise ratio (SNR) is defined
as:

— , E{E}
SNR £
No/2
_ (8/7*)|Co — T |?s? PE{(act)*}E{(arr)*}T
No
_ (8/m?) Lo — I'1|?s* Peodpoitg T

(14)

Ny ’
where E, is the instantaneous energy per bit.

A. Noncoherent Detection for Bistatic BFSK Modulation [7]

For noncoherent detection and equiprobable signals, the
optimal (in the sense of minimizing the probability of error)
detection rule is given by:

DM = argmax p(rlsy,) = argmax / p(rlss,, h)p(h)dh,

b;€{0,1} b;€{0,1}

15)

where in the last relation, averaging is performed over random
parameter vector h.

There exists no closed form solution for the expression of
Eq. (15). As a practical alternative, the authors in [7] and
[17] consider instead a heuristic approximation to the above
detection rule. More specifically:

A 42 _jpbito oA
=g "+ g I° 2 i P+ |7 = 2 (16)
Subsequent work [25] showed that the detection rule in (16) is
a result of a composite hypothesis testing. It is observed that
the above detection rule does not require the channel statistics
and is solely based on the received information.

B. Coherent Detection for Bistatic BFSK Modulation

Assuming available channel estimate h and equiprobable
signaling, the optimal (in the sense of minimizing the proba-
bility of error) detection rule is given by:

bML = argmax p(r|sbi,1A1)
b;€{0,1}

2 ~ 2
= argmax exp {N Hr —-ho Sbi” }
0

b;c{0,1} 2
. 2
= argmin Hr —hosy,
b;€{0,1} 2
N H
= argmin — R ((h ® sbl) r) , 17)
b;€{0,1}
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Fig. 2. The structure of the coherent correlation receiver for bistatic scatter radio with 4 correlators and 4 complex channel gains (2 for each FSK frequency).

where superscript ()7 denotes the conjugate-transpose of a
matrix or vector. After elementary calculations, the above
decision rule can be written as:

~ ~ bit 0 ~ ~
R () i + () 15) = R ()" 77 + (ho)* 77 ) -

; (18)
where h = ?Ll /};2 /ﬁg, ﬁ4 . The coherent receiver is

depicted in Fig. 2 and employs the above detection rule.

C. Channel Estimation

To coherently detect the received signal by Eq. (18), both
the compound channel hcrr as well as the random phases
®;, i € {0,1} need to be estimated. A training signal, a
priori known at the receiver, is periodically transmitted and
the receiver then employs an optimization procedure based
on least-squares (LS) estimation. Such pilot signal could
be the preamble, typically used for packet and/or symbol
synchronization.

More specifically, once during the channel coherence time
Teon, Nyr training bits {bm }, ity = 1,..., Ny, are transmitted
by the tag. After demodulation, CFO estimation and DC
blocking, the vector representation of the received training
signal over one bit period T is given by Eq. (12):

i, = ho sbi“ + 0, (19)
which can also be written as:
I‘i” = Vbitrh —+ Ilitr7 (20)
with
Vi, = [(1=bi,)er (1—bi,)es bi,es b es] € CH,
21
where e, kK = 1,...,4, denotes the k-th column of the I

identity matrix.
Next, by the column-wise concatenation of the vector repre-
sentations of the Vi, bits in the training sequence, the receiver

creates vector y € C*Ver:

r Vi, n;
ro Vi, np
y = = ) h + = Ah +n.
I'N“_ bNtr nNtr

To jointly estimate the compound channel hcrgr and phases
®;,i € {0, 1}, the receiver solves the LS problem:

=h 2 h"S = argmin|jy — Ah“; : (23)
heC4

It is noted that while the aforementioned LS approach ignores
the dependencies in vector h, it adheres to a simple non-
iterative solution. Taking the derivative - (|ly — Ahl|3) and
setting it to zero offers [26, pp. 280]:

h'S = (A7A) ' Afly, (24)

For noise n white and complex Gaussian, it is easy to see that
the above solution h is also the ML estimate of the channel
h.

IV. PROBABILITY OF ERROR FOR COHERENT BISTATIC
BFSK

A. Conditional Probability of Error

Assuming equiprobable signaling and due to the symmetry
of the constellation, it can be easily shown that:

VT |hctr|
V2IIReTrl) 25
N, 25)

Substituting |hCTR| = MCTR = V 2PC|F0 — F1|(ZCTCLTR%S
by Eq. (8), the conditional probability of error can be ex-
pressed as a function of the average received SNR, SNR:

p(elh) = p(elhcTr) = Q <

plelherr) = plelact, atr) = Q (CLCTClTR\/SN7R> .6

oCcT OTR



B. Probability of Error

Theorem 2: The probability of error is offered by averaging
over hcrr and is given by:

,ETR{P(dhCTR)} = GIET{GIER {p(elacr,arr)} }

1 1 2
5 ﬁU ) 07 = |
2 4 2" "SNR

where U (a,b,z) denotes the confluent hypergeometric U
function (Eq. (48) in Appendix II).
Proof: in Appendix II. ]

ple) =

27)

V. CHANNEL CODES AND SIGNAL DIVERSITY

In the context of bistatic scatter radio, application of channel
codes is especially challenging due to hard design constraints;
scatter radio tags are inherently resource-constrained in terms
of computation speed (due to limited clock frequency), res-
olution (due to typically 8- or 16-bit architecture) and mem-
ory and thus, any type of processing must be computation-
ally affordable. This means that coding schemes capable of
approaching the theoretical limits of performance (capacity
approaching codes) are not applicable due to non-negligible
encoding requirements (e.g. memory). In addition, decoding at
the receiver should be also low-complexity; if not, decoding-
induced delays would limit the potential number of tags served
by a single receiver.

A. Encoding At The Tags

The objective of encoding, performed directly by the scatter
radio tag/sensor, is to introduce redundancy, by mapping a se-
quence of k information bits (denoted as vector m € {0, 1}*)
to n > k coded bits (denoted as vector ¢ € {0,1}™).
The collection of all such 2% possible n-dimensional vectors,
i.e., the code, is usually denoted as C(n,k). The particular
class of cyclic codes [27, Sec. 8.1] offers efficient encoding
by associating vectors with polynomials: any vector v =
(vo,v1,...,n—1) € {0,1}" is represented as polynomial
v(z) = vg + vix + ... + v,_12"" ! with an one-to-one
correspondence. The main theorem of cyclic codes then states
that for code C(n, k) there exists a unique monic* generator
polynomial g(x) of degree n — k such that every codeword
polynomial c¢(x) can be expressed as a multiple of this
generator:

c(z) = m(x)g(x). (28)

Eq. (28) represents the encoding operation that maps k
information bits to n coded bits. This operation can be
performed efficiently with a shift register of n — k memory
elements, a process referred to as shift register encoding
[27, Sec. 8.2]. The latter is ideal for ultra low-cost, low-
power micro-controller based scatter-radio tags, such as the
ones utilized in this work. It is emphasized that the tags are
memory-constrained also, therefore the values of k£ and n
should be kept relatively small.

4A monic polynomial is a polynomial whose non-zero coefficient of highest
degree is equal to 1.
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B. ML Coherent Soft-Decision Decoding for Bistatic BFSK

Decoding refers to the process of exploiting the code infor-
mation redundancy, by performing detection over a sequence
of n bits belonging to the same code. More specifically, let C
be the code and let codeword

c=lc1 ca... ¢, €C (29)

be reflected by the tag. Assuming that the codeword length is
strictly smaller (in time duration) than the channel coherence
time, by Eq. (12) the SDR reader receives:

r,=hos, +n;, i=1,...,n, 30)

with s, = [1 —¢ 1—¢ ¢ ci]T

Then, assuming compound channel estimate h and
equiprobable signaling, the optimal (in the sense of minimizing
the probability of decoding error) decoding rule is given by:

ML = argmax p([r; ro ...

ceC

n
— argmax [ [p(rile B)
ceC 4

. 2
= argmaxH exp {—NO ‘

ceC ;4

r,] |e, ﬁ)

r, —hos,

)

g
[0)°]
2.
=
|'M

n . H
argmax R Z (h ® sci) r;|. 3D
ceC i=1

The ML decoder is optimal but has complexity exponential
in the code dimension k; for memory-constrained scatter radio
tags/sensors, value k is necessarily small and thus, the ML

decoder is a practical option.

C. Signal Diversity Through Coding

In fading environments, the errors usually occur in bursts
when the channel is in a deep fade; for bistatic scatter radio the
probability of such deep fade is even larger due to the product
of channel gains hct and hrr. When the channel is in a deep
fade, the code-bits of a specific codeword fade simultaneously
and a (short block length) channel code is not powerful enough
to correct the sheer amount of reception errors.

Signal diversity through channel coding is achieved through
the interleaving technique, designed such that burst errors
affect bits of different codewords rather than consecutive bits
of the same codeword. The tag encodes and subsequently
stores a block of D codewords in a D X n matrix and the
information is then transmitted column-wise. Parameter D is
called the interleaving depth of interleaver. The receiver stores
the D xn received symbols by writing the columns of a matrix
and performs ML decoding row-wise. This way, the receiver
effectively decodes symbol sequences, which correspond to
codewords with coded bits experiencing independent fading.

The interleaving technique has the effect of considerably
reducing the probability that all code-bits will fade simultane-
ously. The following theorem shows that the fully interleaved
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Fig. 4. Bit error rate (BER) performance as a function of the average received SNR for the coded bistatic setup, utilizing the cyclic C(31,11) BCH code.
Left: Due to severe fading events, coherent detection outperforms ML decoding. Right: Bit interleaving can effectively mitigate the degradation due to fading

and improves performance as the interleaving depth increases.

system under ML decoding can achieve diversity order d iy,
where dpi, denotes the minimum distance of the code.’

Theorem 3: Bistatic scatter radio system under ML decod-
ing with full interleaving, i.e., Teon = (D + Ni,)T', achieves
diversity order dpin.

Proof: in Appendix III. [ ]
However, the interleaving technique introduces delay and
requires additonal memory, since both the scatter radio
tag/sensor, as well as the receiver process a block of D code-
words upon transmission and reception, respectively. Since the
tag/sensor is equipped with limited memory, the interleaving
technique as presented above may be a practical option only
for relatively small values of D.

A more sophisticated method for achieving diversity is
based on taking advantage of the mathematical structure of
cyclic codes to reduce memory requirements. If C(n, k) is
cyclic code with minimum distance d,;y,, then interleaving C
to depth D produces a new code CP(Dn, Dk). The new code

5The minimum distance dyyiy, of a code C is the smallest Hamming weight
(i.e., the number of non-zero components) of any non-zero codeword in C.

is called an interleaved code, and it can be shown [27, Sec. 8.4,
Theorem 8.12] that the resulting code is cyclic and maintains
a minimum distance of d,,. If g(x) is the generator of
the original code, then g(x”) generates the interleaved code.
Therefore, the tag/sensor can readily generate the interleaved
sequence with a shift register encoder of (n — k)D memory
elements, as opposed to processing D blocks of n bits each.

VI. NUMERICAL RESULTS
A. Uncoded BER Performance

Fig. 3 illustrates bit error rate (BER) performance as a
function of the average received SNR for the uncoded bistatic
setup of Fig. 1, where each channel link suffers from Rayleigh
fading, i.e., {hct, AR, hcr} ~ CN(0,1). For the uncoded
case, the channel coherence time is assumed to span a limited
number of 200 bits during which Ny, = 40 training bits
are utilized for solving the LS problem (23) and N = 160
bits carry useful information. It is assumed that the receiver
synchronizes perfectly using the training bits and estimates the
carrier frequency offset without error.
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Bistatic experimental setup panoramic view (left), bistatic experimental setup normal view (right-downwards) and the experimental BER plots

(right-upwards). Carrier emitter, RF tag and software-defined radio are placed in a triangular topology on an open field. The distance between carrier emitter

and RF tag is set to dcT = 10 meters.

Fig. 3-left depicts the analytical error rate performance
of coherent detection given by Eq. (27), as well as the
performance of coherent detection assuming perfect channel
state information (CSI). It can be seen that analysis BER of
Eq. (27) perfectly matches with simulation. Evidently, with
perfect CSI the coherent detector demonstrates superior BER
performance compared to the noncoherent detector with a
performance gap of approximately 5dB at BER = 10%. In
practice however, the proposed receiver estimates the channel
characteristics with the LS approach of (23) and imperfect
estimation causes less than 1dB degradation compared to the
ideal (i.e., perfect CSI) case, as seen in Fig. 3-right. Therefore,
despite estimation errors the proposed receiver offers a 4.6dB
performance gain at target BER = 10% compared to the state-
of-the-art noncoherent bistatic receiver of [7], at the expense
of utilizing a small number of bits for channel estimation.

B. Coded BER Performance

Fig. 4 considers the use of a small block-length cyclic code,
the BCH (31,11) channel code with generator found in [27].
For the coded case, the channel coherence time is assumed
to span a limited number of 100 bits with Ny, = 40 bits
used for channel estimation. Regardless of the specific channel
code employed, any given codeword contains n — k redundant
bits, used to correct errors occurring during transmission. An
energy budget which allocates &, Joules/bit for the k bits of
uncoded data must spread that energy over the n bits of coded
data, so that fotal energy between the coded and the uncoded

scenario is kept constant:

nE, = k& = & = ga,. 32)

Specifically, for the considered BCH (31,11) code in Fig. 4,
the energy per coded bit is 5z; = %&,.

Fig. 4-left depicts the BER performance of coherent ML
decoding with the BCH (31,11) code assuming perfect channel
estimation. It can be seen that the use of a channel code
degrades performance compared to coherent detection. Such
result can be explained by the fact that the compound channel
hcorr increases the probability of a deep fading event; the
limited error correction capability of the utilized code cannot
overcome the frequent deep-fading events. To bypass this
issue, the interleaving technique of Sec. V is utilized.

Fig. 4-right depicts the BER of interleaved coherent ML
decoding with the BCH (31,11) code assuming perfect channel
estimation (labelled as CSI) and imperfect channel estimation
with LS (labelled as LS). It can be observed that increasing
the interleaving depth D offers tremendous performance gains.
That is due to the fact that for fixed coherence time and
increased D, the transmitted coded bits experience indepen-
dent channel realizations and thus, channel diversity is also
offered. Specifically, at BER = 1% the depth-6 interleaved
BCH (31,11) code offers a coding gain of 9.8dB with perfect
CSI and coding gain of 9dB with imperfect CSI, while depth-
15 interleaved BCH code offers a coding gain of 12.8dB with
perfect CSI and coding gain of 12.2dB with imperfect CSI,
compared to coherent detection. Similarly, comparing to coher-
ent detection, the depth-60 interleaved BCH code results in a
14.6dB coding gain with perfect CSI and coding gain of 14dB
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TABLE I
EXPERIMENTAL SETUP PARAMETERS

SDR Noise Figure (Nominal Value) 8dB
SDR Digital Receive Bandwidth (W) 500kHz
Maximum SDR Analog Filter Bandwidth 30MHz
SDR Sampling Rate 108samples /sec
Carrier Emitter Power (FP,) 13dBm
Carrier Frequency (Fcar) 868MHz
Carrier Emitter Clock Frequency (Nominal Value) 24.5MHz
Carrier Emitter Clock Accuracy +2%
Tag Transmission Rate 1kbps
Tag Sub-frequency Fp 125kHz
Tag Sub-frequency Fi 250kHz
Tag (External) Clock Frequency (Nominal Value) 24.5MHz
Tag (External) Clock Accuracy +30ppm
Height of Antennas 1.70m
Type of Antennas Monopoles
Antenna Gain (Nominal Value) 2.15dBi

with imperfect CSI. Since the performance gap between the
coherent and the noncoherent detector is approximately 4dB
at BER = 1%, the proposed coherent decoder outperforms
the noncoherent detector by 18dB assuming D = 60 and LS
channel estimation.

C. Outdoor Experimental Results: Achieved Bistatic Ranges

Range measurements were conducted outdoors with the
experimental setup of Fig. 5-left. A carrier emitter was set
to transmit a carrier wave of frequency 868MHz with 13dBm
transmit power. A custom, 8-bit microcontroller-based, semi-
passive scatter radio tag was used to modulate at rate 1kbps,
with FSK, as presented in Sec. II. A USRP-2 SDR with
Flex-900 front-end radio card was utilized as the receiver,
connected to a laptop running custom receiver scripts. Table I
summarizes the experimental setup parameters utilized for the
experimental measurements. Due to relative static environment
(Fig. 5) channel coherence times 50 to 100msec were observed
during the experimental results.

A packet of 30 training bits (known to receiver for syn-
chronization and channel estimation for the coherent case)
plus 31 bits corresponding to a BCH(31,11) codeword was
utilized. Bit-wise detection using (18) was performed for
the uncoded scenario while for the coded case the decoding
rule of (31) was employed. It is noted that the encoding-
decoding process does not utilize the interleaving technique.
To maximize the achievable ranges, no energy budget was
assumed and therefore the use of channel codes improves
performance at the cost of rate reduction. In all considered
scenarios, periodogram-based CFO estimation is utilized. In
our implementation the entire received signal is employed
to estimate the CFO. Synchronization was performed by
correlating the received signal with the known training signal
(preamble).

Fig. 5-right upwards offers the experimental BER as a
function of the tag-to-reader distance for the experimental
setup of Fig. 5-left. It can be observed that with a carrier-
to-tag distance of doct = 10m, both coherent and noncoherent
uncoded receivers achieve ranges on the order of 145m with

BER < 10%, corroborating the idea of bistatic scatter radio
for increased-range sensing applications. It is emphasized
that the reported BER on the order of 1%-5% is acceptable
for the considered low bit-rate sensing applications. More
importantly, it is found that the offered tag-to-reader ranges
for BER on the order of 1%-5%, can be increased by at
least 2-5 meters (compared to the noncoherent case) using
the proposed coherent receiver or by 8-10 meters using the
proposed low-complexity cyclic channel codes, in conjunction
with the proposed decoding procedure.

VII. CONCLUSIONS

This work proposed the first coherent reception algorithm
for the bistatic scatter radio channel. Even though the bistatic
setup in conjunction with scatter radio introduces multiple
unknown channel and microwave scatter radio parameters, this
work provided a simple solution for bit error rate reduction
or equivalently range increase. Simple short block length
cyclic channel codes were further exploited, with simple low-
complexity encoding implemented directly at the scatter radio
tags and low-complexity ML decoding at the reader. The
theoretical design was validated through both simulation and
experimental results, with significant theoretical gains and
range extension of 10 meters, compared to state-of-the-art non-
coherent bistatic scatter radio receivers. Even though coherent
detection/decoding for the bistatic scatter radio channel is by
itself a great challenge, this work provided a simple solution
that could expedite the adoption of scatter radio for large scale
and ultra low-cost, ubiquitous sensor network applications.
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APPENDIX I

Proof of Theorem 1: The received signal of Eq. (9)
is the sum of two complex exponentials of frequencies +F;
and unknown phases (+®; — ¢crTr), ¢ € {0,1}. Under the
orthogonality criterion for noncoherent FSK:

k
‘Fl—FQ|:* ICEN, (33)

T b
and the fact that F; > 1., i € {0, 1}, any two exponentials of
time duration 7" and frequencies &+ Fy, = F; will be orthogonal:

<e+j2w(Fi>t,e+j2w<Fk)t> s / IR (o HITEE)" gy
T

T, F;,=0F],
TR ke {0,1),
07 Fi7éFk7

(34)

where the subscript 7" in the integral denotes that integration
is performed over one symbol (bit) period. Consequently, the
set of exponentials of time duration 7' and frequencies +Fj,
4+ F, normalized by /T, constitute an orthonormal basis [24,



pp- 30] that can be used for expansion of the received signal
of Eq. (9).

Using each of the four basis functions, the noiseless random
process s(t, ®;, hctr) = horr - cos(2nF;t + ®;) of Eq. (9)
can be expanded as:

1 .
<S(t, (I)i’ hCTR) , \/Te+]27rFot>
1 , *
= hCTR COS(QWﬂt + (Dz) (6+g27rF0t> dt
J, 7

_ / horr
Jr 2T
— / horr I @ (Fi=Fo)tt®:) gy

T

where the last relation follows from the fact that the integral of

the “fast” exponential with frequency F; + Fp is approximated
by zero. Hence:

(ej(QWFitJr(In) + efj(27rF,-t+<1>1-)> (eijwFot) dt

1 .
<S(t, (biy hCTR); \/Te+327rFot>
_ hctr (i [ gi2m(Fi—Fo)t gy — @eﬂ%(l —b)
Q\F T 2 ’
(35)

where in the last equality, orthogonality is exploited.
Similarly:

1 vVTh .

<s(t, ®;, herr), \/T€J27rFot> _ %e*j‘ﬁo(l —b),
1 : Th :

<S(t, P,, hCTR)7 \/T€+]2WF1t> = %64-3@1 b;,
1 . Th .

<5(t’ D, hCTR); \/TQJZTrF1t> — @6*]‘@1@_ (36)

The complex exponentials are time-limited in a window of
duration 7', and thus for F; + 20 < W, the orthonormal
basis can be safely considered band limited in the [—W, W]
frequency range.

Since n(t) is a circularly symmetric, complex baseband
Gaussian random process with PSD £ in the [—W, W]
frequency band, its projections on an orthonormal basis (with
basis functions limited in the [—W, W] frequency band) will
have independent and identically distributed (i.i.d.) circularly

symmetric, complex Gaussian components with variance %
[24, pp. 213]:
N
n=[nd ny nf ny]’ ~ CN( 2014> 37)
|

APPENDIX I
Proof of Theorem 2:

// (aCTaTR SNR ) plarr)p(act) datrdact
OCTOTR

= [ [ @(52Va SR pontac) dadacr,

(38)
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A

2 2
where © = ZER (0,1)]| , i.e., the square of a unit

power RayleigThR random variable, is an exponential random
variable with pdf:

p(@) = {e‘m, T >.0

(39)
0, otherwise

Substituting Eq. (39) in Eq. (38):

// ( x SNR ) e *dx plact) dacr-
R+ ocT

=f(act)

(40)
The inner integral of Eq.(40) can be computed as:

2
flacT) = /R+ Q ( ngﬁ SNR) % (—e™*) da.

Using integration by parts:

1 d
flact) = §+/R+ ezde< UCT SNR) dz.  (41)

CcT

It can further be shown that [28]:

G‘CT a2 ——

14 CT SNR oy SNR 1 L
dx O’CT 8tz

(42)
Combining Eqgs. (41)—(42) offers:

%t SNR 1 CT SR +1)
flact) Zor dz,
R+ \f

and using the relation fR n ﬁ exp{—ax}dr = /T yields

e SNR
CcT

(43)

|
N —

f(aCT) = .

96t SNR+2
CcT

Hence, by utilizing Eq. (43) and substituting in Eq. (40),
the probability of error is given by:

“er SNR
— placr) dacr.
CT

96T SNR + 2
cT

2
G’CT
UCT

CT SNR +2 UCT

SNR

2
2a - e
CT %T daCT.

(44)
Setting ¢t = aCT SNR/ 2, the integral of Eq. (44) can be
written as:
e~ ! dt

ple) = /W t+1 SNR

A —— dt.
/R+ t+ dt sNR

[\D\H [\')M—l

(45)
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Using integration by parts, the integral of Eq. (45) can be
simplified to:

1 : 2
A :/ (4 1) 3eT ™R dt. (46)
R+ 2
Substituting the above back in Eq. (45):
1 1 1
p(e) = 5 — 5 /]RJr §t7%(t+ 1)7%6_%]& dt
1 7 1 2
=-—-——U|(3:,0,—= 47
2 4 <2’0’SNR>’ @7

where U (a,b,z) denotes the confluent hypergeometric U
function, given in integral form as:

U(a,b,2) =

/e_Ztt“_l(t—i—l)b_“_l dt.  (48)
R+

1
I'(a)

APPENDIX III

Proof of Theorem 3:
It is assumed that coherence time, 1..n, is known; hence,
to achieve a fully interleaved system the value of depth D is
set

(D + Nip)T = Teoh. (49)

The transmitter stores D codewords belonging to a linear
block code C in a D x n matrix and transmits the information
column-wise. For each D bits (each column of interleaving
matrix), N, training bits are utilized for channel estimation.
Thus, the transmitter sends at total n(D + Ny,) bits.

The receiver has n(D + Ni,) received symbols; nNy,
of them correspond to training bits to estimate the random
channel vectors associated with each column of interleaving
matrix. Let hy,hs, ... h, be the actual compound channel
vectors associated with the symbols of the 1st, 2nd, ..., n-th
column of interleaving matrix, respectively. Due to Eq. (49)
the compound channel vectors are independent of each other
(and identically distributed).

We conclude that in fully interleaved system the receiver
decodes symbol sequences that correspond to codewords with
coded bits experiencing independent fading. Accordingly with
Eq. (30), the received signal for a single row of interleaving
matrix can be expressed as

I'i:hiQSci—Fl’li, i:1,2,...,n, (50)

withc = [¢1 ¢2 ... ¢,] € C denoting the transmitted codeword
associated with the specific row of interleaving matrix and
Sc; = [1—61' 1—c¢ ¢ cz-]T, t1=1,...,n

Assuming perfect knowledge of hy, ..., h,, and exploiting
their independence, the average probability of decoding error
is given by

ple) = / [ e ). pth )b .,
h1 h,

. p(eln, . b)) (51)

Let hy,, = [h{ hl hZ1T for simplicity. For each

i = 1,...,n, the log-likelihood ratio associated with vector

r; (which is a proper complex Gaussian given c;, h;) can be

written as
H
(SO — Sl>) r;, .

p(rilc; = 0,h;) 4
= BEEE =20 — ]
n(P(I‘z’|Cz‘ =1,h;) Ny ©
(52)
After some algebra and using Eqs. (8) and (14), the conditional
p.d.f. of [; can be expressed as

p(lilei = 0,h) = N QSNRM 4SNRL§R’ :
UCTUTR UCTUTR
(53)
p(lilei =1,h) = N QSNRM 4SNRL§F“
UCTUTR JCTJTR

(54)

where the parameters acr;,aTR,; are associated with com-
pound channel h;, ¢ = 1,2,...,n. Thus, for the channel
described by (50), the following is satisfied:

p(li|Ci = O,hi) = p(—li|ci = l,hi), 1= 1,2, ey (55)

and the channel is memoryless given hy.,; thus, it can be
considered as a binary-input symmetric-output channel [29].
Under equiprobable signaling, due to the linearity of block
code C and the memoryless structure of channel given hy.,,
the conditional probability of decoding error is upper bounded

by [30, Egs. (2)—(4)]
d

Z Nd r<<211> <0C:O,h1;n> s

= (56)

d dﬂ]lﬂ
where Ng(C) is the number of codewords in C that have
Hamming weight d, i.e.,

Nd —|{C€C wH

|h1n =~

) =d}|. (57)

The symmetry of channel (Eq. (55)) ensures that no loss of
optimality is incurred by considering the all-zero codeword in
the pairwise error probability at the right-hand side of (56).

Under the assumption of all-zero codeword and for given
h;., the p.d.f. of random variable (RV) [ = Zi l; is

p(llc =0,hy,) =N <QSNRZwH,4SNRZw )

(58)
where RVs w; = %4 and v; = a;TRR are independent and
follow Rayleigh distribution with unit power.

In view of Eqgs. (56) and (58) the conditional probability of
decoding error satisfies

plelhrn) < > Na(C
=d

d=dmin

%,?) . (39)

Eq. (59) stems from the identity X ~ N (p,0?) = Pr(X <
0) = Q(%) and from the Chernoff bound for the Q function,
Qz) < %e_%””2. It is noted that the upper bound depends

d=dmin
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solely on the random amplitudes act,;, TR, Vi, which must is a non-increasing function of d. Thus, combining Egs. (63)
be eliminated through expectation to obtain the upper bound and (65) completes the proof. [ ]

on the probability of decoding error. In view of Egs. (59)
and (51), p(e) is upper bounded by

n d
1 1
ple) < . 5 Z N4(C) exp —§SNRZw?U$ [
v d=dxmin i=1
1 & 1< 2]
=3 > Na(C) E {exp —§SNRZw§vf
d=dumin n i=1 3]

Il
N
-]
5
?
:@ﬁ
—N
[0}

o]
o)
/T\

(/J
M‘Z
=
S
@
\_/
H/_/
o)
2

[4]

The quantity E {exp ( SI;RwQU2)} is calculated as

Wi, Vs

1—
E {exp <—SNRw?u§>}
Wi, Vs
/ / exp (—SNRw > 4wiv; exp(—w? — v})dwidv; |6

/ 4Mdvi=/ QMdvi ) 17
o 2+v?SNR o 2+vSNR

2 2 2

Egs. (3.461.3) and (3.383.10) in [31] are utilized to obtain

[5]

=

—

Egs. (61) and (62), respectively. I (s, z) = f;o t5=1etdtis the
upper incomplete gamma function. Substituting (62) in (60),
the final upper bound of p(e) is expressed as [10]

ple) < 1 Z Ny(C) 2o (5in) (0 5) d. 63)

SNR [11]

To prove the diversity order argument, the definition of [
diversity order in [32, Eq. 3] will be utilized. Specifically,
the quantity

log <2exp(sfm)l“(0,S§R)) [13]

SNR
lim —
SNR— 00 log(SNR)
) [14]
1og<SNR) log (exp(SNR>) log(F (O, SN:R>>
= lim + +
SNR—oo | 1l0g(SNR) log(SNR) log(SNR) [15]

(64)

equals —1, because the first term of the right-hand side of (64) [16]
offers —1, the second offers 0, and the third offers 0 if we use
L’Hopital’s rule and Eq. (8.8.13) in [33, pp. 178]. Therefore,

d
10g<zexp(SNR)F(O’S§R)>

SNR
lim - —d (65)
SNR—00 log(SNR)

Using (844) and (682) in [33] we conclude that [18]
(2 exp( SNR )F(O’ SNR) )

(17]

SN < 1 for every (non-negative) value of

SNR. Hence, the function (19]

d
2
2 EXP(SNR) F(O, ﬁ)
SNR

(66) [20]
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