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Asynchronous Reception of 2 RFID Tags
Konstantinos Skyvalakis and Aggelos Bletsas, Senior Member, IEEE

Abstract—Commercial radio frequency identification (RFID)
readers have to resolve collisions between tags, without sacrificing
throughput. This work proposes a Viterbi joint sequence detector
as well as a 2-symbol joint tag information detector that can
resolve a collision between two tags in the physical layer. In sharp
contrast to prior art, the proposed closed-form signal model takes
into account the asynchrony level between the two collided tag
responses, which is not uncommon with commercial, low-cost
RFID tags that follow industry’s Gen2 protocol. The asynchrony
is considered as the time offset τ between the beginnings of
the two tags’ responses and is modeled through a derived
shaping matrix that depends on the delayed tag information.
Performance evaluation of the proposed detectors with simulated
data under Ricean fading, as well as experimental data with
software-defined radio, reveals improved performance compared
to prior art, under various operating regimes. It is also shown
that for different values of the parameter τ , BER does not
present a monotonic behaviour. As a collateral dividend, it is
found that clustering techniques on the filtered received signal
should explicitly take into account the time offset τ , since the
latter modifies the number of observed clusters.

Index Terms—Asynchronous Detection, Symbol Synchroniza-
tion, Viterbi, FM0, RFID, Gen2.

I. INTRODUCTION

As the number of deployed batteryless radio frequency
identification (RFID) / internet-of-things (IoT) tags is con-
stantly increasing, academic and industrial research has been
examining ways to accelerate the inventorying process and
improve efficiency and throughput.

Tag singulation is facilitated in the commercial Gen2
standard [1], using framed slotted Aloha (FSA), where tags
compete using pseudo-random 16-bit sequences (plus common
preamble information), named as RN16; the tag that wins the
slot, transmits its 96-bit ID information (EPC) in a subsequent
time step, while the rest of the competing tags back off; when
two or more tags respond simultaneously, the tags’ RN16
packets collide mid-air, which may result to incorrect detection
and erroneous acknowledgment of tag’s RN16 from the reader;
in that case, the tag does not transmit its EPC and a whole
frame is wasted, resulting to inventorying rate drop. Thus,
collision among two or more tags occurs during the RN16
transmission stage and thus, anti-collision techniques focus
on that part of information. Fig. 1-left depicts such collision
case, with inphase (I) and quadrature (Q) signals collected
experimentally; the reader transmits a query, a number of tags
respond at the same slot, the RN16 is not decoded properly at
the reader and no tag receives a valid acknowledgement with
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Fig. 1: RN16 collision of 2 tags resulting in 6 or 8 clusters.
Plot was offered after experimentation with 2 commercial tags
and the software stack from work in [2].

its transmitted RN16 information; thus, no tag transmits its ID
information (EPC) subsequently.

Assuming FSA with N tags competing for L slots, the
probability of exactly q tags (out of N ) choosing the same slot
is simply given through the binomial: Pr (q) =

(
N
q

)
(1/L)q(1−

1/L)N−q . Therefore, the probability of collision is given by
Pr (q = 2) + Pr (q = 3) + . . . =

∑∞
q=2 Pr (q). For practical

setups, where the reader selects a relatively large number of
slots, the collision probability is dominated by Pr (q = 2), i.e.,
the probability that exactly two tags’ RN16 information is
transmitted at the same slot. Specifically, probability of more
than two tags (i.e., at least three tags) collide at the same
slot

∑∞
q=3 Pr (q) = 1−Pr (q = 0)−Pr (q = 1)−Pr (q = 2)

is given at Fig. 2, for various number of tags N and slots
L; it can be safely said that collision probability from more
than 2 tags drops below 1% for reasonable numbers of N,L.
Furthermore, even if the reader could correctly detect all
tags’ RN16 information, it would acknowledge only one of
them, according to Gen2; thus, better joint detection of all
collided tags would not necessarily offer increased throughput.
Therefore, the case of 2 tag’s collision in Gen2 is important,
both from a theoretical and practical standpoint.

Following the high demand for successful inventorying of
backscatter-based tags and sensors, as quickly and efficiently
as possible, prior art [3] has analyzed the constellation of
tag signals colliding in a single slot, leveraging clustering
techniques for up to four colliding tag signals. However, this
work was initially developed for low frequency (LF) tags and
could be extended to Gen2 RFID tags. The authors in [4], [5]
proposed a zero-forcing (ZF) receiver that treats one of the
two RN16 responses as interference, and projects the signal
constellation into the subspace that completely cancels that
interference. Work in [6], [7] proposed ZF and minimum mean
squared error (MMSE) receivers, exploiting multiple receiving
antennas and additional reference bits, not currently present in
Gen2, that could assist channel estimation.
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Fig. 2: Probability of collision from more than 2 tags (i.e., 3 or
more) in slotted Aloha of L slots, among N tags. Notice that
such probability can drop below 1% for reasonable numbers
of N and L.

Work in [8] proposed a detection technique for collision
of multiple FM0 or Miller RFID line-encoded signals, based
on Viterbi, designed for single-tag detection using Viterbi and
successive interference cancellation (SIC). Initially, a single
tag reply is assumed and an estimate of the symbol period
and the delay offset is obtained by employing a correlation-
based method. Then, single-tag maximum likelihood sequence
detector (i.e., Viterbi) is applied to decode the single tag’s
information, in sharp contrast to this work, which designs a
joint Viterbi detector for both tags. Finally, an estimate of
the tag’s contribution is generated and subtracted from the
residual and the same process is repeated until termination. As
in every SIC-based technique, the above method is sensitive
to the power ratio among the tags.

Work in [9] proposed multiple access based on rateless
codes, which is closer to code division multiple access
(CDMA). Frequency domain multiple access (FDMA), based
on different subcarrier per tag, i.e., different switching rate
of each tag among two termination loads, has been proposed
and experimentally demonstrated in [10] using minimum shift
keying (MSK), also showcasing that efficient spectrum shaping
can be achieved with only two loads per tag and a common car-
rier frequency at the reader. Both aforementioned techniques
depart from the time division multiple access (TDMA) flavour
of FSA in Gen2.

Work in [11], [12] proposed a new protocol (different than
Gen2), resolving tag collisions by separating the signals’ edges
in the time domain, while also leveraging the I/Q samples to
further clarify any ambiguities that might occur due to the
asynchronous character of the system. Work in [13] follows
a similar approach to [12] but focuses on Gen2. In [14], the
authors claim that the signals’ combined states follow highly
stable probabilities; transitions between the clusters in the I/Q
plane are tracked, decoding the individual packets involved in
the collision, without the need to track signals’ edges in the
time-domain. Work in [14] is extended in [15], which proposes
exploitation of the spatiotemporal distribution of the collided
signals. Finally, work in [16] proposes a multi-antenna blind
beamforming technique, which however does not take into

account the impact of asynchrony on the number of observed
I/Q clusters.

In sharp contrast to prior art, this work offers a closed-
form system model, which explicitly takes the time offset
between the responses of the two tags into consideration, rather
than neglecting it. Even though the tags always respond to
the reader commands, it has been experimentally observed
that their response to the reader messages is not instant but
time-variable and thus, different, probably due to their ultra-
low cost hardware. The offered detectors are built upon the
proposed closed-form signal model and take into account the
time offset between the two tags, modeled through the use of
a shaping matrix. Given that all reception techniques involve
some type of filtering to improve signal-to-noise (SNR) ratio
(e.g., matched filtering), plotting the filtered samples of the
received signal offers information about the existence of such
asynchrony.

More specifically, a collision in the physical layer between
two Gen2 RFID tag RN16 responses, can either result in 4,
6 or 8 clusters in the I/Q plane, after matched filtering of the
received signal and then, plotting the real and imaginary part,
experimentally shown in Fig. 1-right and explained through
formal proofs in this work. Fig. 1 was offered after experi-
mentation with commodity software-defined radio (SDR) and
Gen2 RFID tags. After matched filtering, 4 clusters can be
observed when the 2 tags are perfectly time-synchronized (i.e.,
time offset is zero) or when one of them is lagging by a half-
bit period, T/2, while the 6 and 8 clusters cases, also shown
in Fig. 1, occur for the remaining time offset values between 0
and T . Thus, collision resolution based on clustering methods
should take into account such reality. Extensive experimental
tests at the lab, interrogating 10000 times 2 commercial Gen2
RFID tags corroborated the above: 57% of the time the 2
tags were out of sync, while an astounding 98% of those
asynchronous collisions generated more than 4 clusters on the
I/Q plane, after matched filtering.

The contributions of this work are summarized below:

• Detection techniques are offered that explicitly take into
account tag asynchrony, i.e., the time offset τ between
two tags, which is not uncommon with commercial, low-
cost RFID tags;

• It is shown that the proposed asynchronous detection
techniques with estimated CSI and τ can offer BER in
certain regimes that renders the detection of the 16 bits
from one of the two tags RN16 message, error free.
Moreover, the value of τ in the detectors’ performance
is important and presents an oscillating behaviour;

• It is shown that there exists a small performance gap
of the proposed 2T detectors, i.e., detectors that utilize
signal duration of 2 symbols, compared to Viterbi for
joint tag detection in the asynchronous case; such per-
formance gap is relatively small and due to the extra
induced memory from the delayed second tag; it was also
found that the proposed 2T detectors performed as well
as Viterbi in the synchronous case;

• Practical algorithm for time offset estimation is offered.
It is shown that symbol detection, packet synchronization
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and channel estimation must be revisited in asynchronous
multiple access systems, as in this work.

• As a collateral dividend, it is shown that clustering
techniques on the filtered received signal should explicitly
take into account the time offset τ , that modifies the
number of observed clusters.

• Performance evaluation is conducted with simulation as
well as experimental data, using commodity Gen2 RFID
tags and implementation of the proposed scheme in C++
and software-defined radio.

Section II offers the system model; Section III presents
transformation of the problem; Section IV offers the detection
techniques, while Section V offers necessary housekeeping,
i.e., DC, channel and delay estimation techniques utilized in
this work; Section VI presents the numerical results; finally,
work is concluded in Section VII.

Notation: Symbols N, R, and C denote the set of natural,
real, and complex numbers, respectively. 0N and IN , denote
the all-zeros vector and identity matrix of size N , respectively.
The phase of complex number z is denoted as z, while <{z}
and ={z} denote the real and imaginary part of z, respectively.
The distribution of a proper complex Gaussian N × 1 vector
x with mean µ and covariance matrix Σ is denoted by
CN (µ,Σ) , 1

πN det(Σ)
e−(x−µ)HΣ−1(x−µ); the special case

of a circularly symmetric complex Gaussian N × 1 vector
corresponds by definition to CN (0N ,Σ); U [a, b) denotes the
uniform distribution in [a, b). Expectation of function g(·)
of continuous random variable x with probability density
function (PDF) fx(·) is denoted as E[g(x)] ,

∫
x

g(x)fx(x)dx.
1(C) denotes the indicator function, which equals 1 when
condition C is true and 0 otherwise.

II. SYSTEM MODEL

A. Channel Model

The following large-scale channel path-loss model is
adopted [17]:

Lk =

(
λ

4πd0

)2(
d0

dk

)vk
, (1)

where k ∈ {CR,CTm,TmR} denotes the carrier emitter-
to-reader, carrier emitter-to-tag and tag-to-reader link, respec-
tively, λ is the carrier wavelength, d0 is a reference distance
and vk is the path-loss exponent for link k. Moreover, a
monostatic setup is assumed, corresponding to LCTm

= LTmR.
Due to strong line-of-sight (LoS) signals present in this

problem, small-scale Rice flat fading channel model [17] is
adopted; end-2-end complex channel gain for tag m ∈ {a, b}
is denoted as follows:

hm = hCTm hTmR = |hCTm hTmR| e−jφm ∈ C, (2)

where hCTm
and hTmR denotes the baseband complex channel

coefficients for the carrier emitter-tag and tag-reader link,
respectively; furthermore, hm ∈ C, |hCTm hTmR| ∈ R+ and
φm ∈ [0, 2π). Due to the monostatic architecture assumed,

reciprocity implies hTmR = hCTm
and due to the Rice channel

fading assumption,

hTmR ∼ CN

(√
κm

κm + 1
σhTmR

,
σ2
hTmR

κm + 1

)
, (3)

where E[|hTmR|2] = σ2
hTmR

is the average power of the
scattering components and κm = kTmR = kCTm

is the power
ratio between the deterministic LoS component and the scat-
tering components. For link budget normalization purposes,
E[|hm|2] = E[|hTmR|4] = 1 will be also assumed.

B. Signal Model

The reader transmits a sinusoidal carrier wave, whose com-
plex baseband equivalent representation is given by:

c(t) =
√

2Pc e
−j(2π∆F t+∆φ), ∆φ ∼ U [0, 2π), (4)

where ∆F , ∆φ denotes the carrier frequency offset (CFO) and
the phase offset, respectively, compared to the receiver and Pc
the power of the carrier wave.

Two tags will be assumed: tag a and tag b. The base-
band complex equivalent of the scattered waveform from tag
m ∈ {a, b} is given by, [18]:

um(t) =
√
η LCTm [(As − Γ0) + (Γ0 − Γ1)xm(t)]hCTmc(t),

(5)

hCTm = |hCTm | e−jφCTm , φCTm ∈ [0, 2π), (6)

where xm(t) ∈ {0, 1}, η models tag power scattering effi-
ciency and Γ0, Γ1 stands for the reflection coefficients for
bit ”0” and bit ”1”, respectively; parameter As stands for the
load-independent structural mode that solely depends on tag’s
antenna [19].

For the duration T of a single bit, the received demodulated
complex baseband signal at the SDR reader is given by the
superposition of the carrier emitter (CE) sinusoid and the tags’
backscattered signals propagated through wireless channels
hCR and hTmR, respectively:

y(t) =
√

LCR |hCR|e−jφCRc(t) +
√

LTaR |hTaR|e−jφTaR ua(t)

+
√

LTbR |hTbR| e−jφTbR ub(t) + n(t)

=
[√

2Pc e
−j∆φ

(√
LCR |hCR| e−jφCR

+
√
η LCTa

LTaR (As − Γ0) |hCTa
hTaR| e−j(φCTa+φTaR)

+
√
η LCTb

LTbR (As − Γ0) |hCTb
hTbR| e−j(φCTb

+φTbR
)
)

+
√

2 η Pc (Γ0 − Γ1)
(√

LCTa
LTaR |hCTa

hTaR| e−jφaxa(t)

+
√

LCTb
LTbR |hCTb

hTbR|e−jφbxb(t)
)]
e−j2π∆Ft + n(t).

(7)

Notice that the term inside the brackets of Eq. (7) consists
of a complex, time-independent DC offset plus two tag/time-
dependent terms.

Due to the fact that the receiver and the emitter share the
same oscillator, ∆F = ∆φ = 0 are assumed zero in the
monostatic case. It is further assumed that the receiver/reader
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Fig. 3: FM0 line-coded waveform of a single tag.

can estimate and remove the DC offset, Eq. (7) (with the help
of Eq. (2)) is simplified to the following DC-blocked received
signal during bit period T :

ỹ(t) = ha µa xa(t) + hb µb xb(t) + n(t), (8)

where parameter µm incorporates the compound scatter radio
link path-losses and tag-related parameters,

µm =
√

2 η Pc LTmR (Γ0 − Γ1), m ∈ {a, b}, (9)

and n(t) stands for the additive thermal noise at the receiver,
modeled by a complex, circularly symmetric, additive Gaus-
sian noise process with the following power spectral density:

Snn(F ) =

{
N0

2 , |F | ≤W
0, otherwise

, (10)

where W stands for receiver’s bandwidth.1

C. FM0 Line Coding

Nominal bit duration is denoted by T and sampling period
by Ts; oversampling factor L , T

Ts
(not to be confused with

path-loss model Lk) is assumed, without loss of generality, to
be an even number.

An example of FM0 line coding is shown Fig. 3; line always
changes level at bit boundaries and at the middle of bit ’0’.
After shifted examination of the transmitted waveform by T/2
before the beginning of the bit for a single user/tag FM0 and
observing signal of duration T , only one of the following
waveforms can be observed, S0(t), S1(t) (instead of four),
marked in Fig. 3 with rectangles:

S0(t) =

{
1, if 0 ≤ t < T

2

0, if T
2 ≤ t < T

, S1(t) =

{
0, if 0 ≤ t < T

2

1, if T
2 ≤ t < T

.

(11)

Taking into account the memory induced by FM0, ML se-
quence detection rule is simplified to observing 2T -signal
duration for each bit of duration T [20], [21]; assuming d̂ = 0
(d̂ = 1) if S0(t) (S1(t)) is detected,2 the final decision for the
transmitted bits b is computed as follows:

b̂(n) = d̂(n− 1)⊕ d̂(n), (12)

where ⊕ is the xor operator, d̂(−1) = 0 and d̂(n − 1), d̂(n)
correspond to decisions for two consecutive time-shifted (by
T/2) FM0 waveforms of duration T each. In other words,
observation and processing of 2T -signal duration suffices for
optimal ML sequence detection [20], [21] and thus, for FM0

1N0 = kbTθ , where kb and Tθ are the Boltzmann constant and receiver
temperature, respectively

2S0(t) corresponds to e0 = [1 0]T and S1(t) corresponds to e1 = [0 1]T .

L/2Tag A

Tag B

L

FM0

bit boundary

L/2

Fig. 4: Tag a backscatters S0(t) that corresponds to xa,i = e0.
Tag b backscatters S1(t), delayed by τ samples, corresponding
to xb,i = e1. Immediately before that, tag b backscatters S1(t),
which corresponds to xb,i−1 = e1.

there is no need to run the Viterbi algorithm in a single-tag
scenario.

The received signal ỹ(t) is sampled at each kTs, k ∈ N,
offering ỹ[k] ≡ ỹ(kTs) and then filtered using a square pulse
Π[k] of length L/2 as follows:

yf [n] =

∞∑
k=−∞

ỹ[k]Π[n− k]. (13)

In sharp contrast to prior art, this work considers
a non-zero time offset between the two tags
τ ′ ∈ {0, Ts, 2Ts, . . . , T − Ts}, that renders conventional
detection suboptimal. Equivalently, the asynchrony can be
represented by number of samples τ ∈ {0, 1, 2, . . . , L − 1},
as depicted in Fig. 4.

III. PROBLEM TRANSFORMATION

Fig. 4 depicts shifted by T/2 observation of tag a signal,
where S0(t) is backscattered, while tag b backscatters with a
delay of τ < L/2 samples waveform S1(t), preceded by S1(t).
The following theorem puts forth asynchronous detection,
simplifying the problem in a compact way:

Theorem 1. Assuming perfect symbol synchronization w.r.t.
tag a and shifted by T/2 observation (as in Fig. 4), the asyn-
chronous, baseband equivalent model (after pulse matched
filtering), including information xa,i, xb,i from tag a and b,
respectively, during the i − th FM0 symbol, as well as tag’s
b previous information symbol xb,i−1, is given as follows:

yi = ha

√
Eabit

E[|ha|2]
xa,i +B(i−1,i) hb

√
Ebbit

E[|hb|2]
xb,i + ni,

(14)

where ni ∼ CN (02, N0WTs︸ ︷︷ ︸
σ2

I2) ≡ CN (02, σ
2I2),

xa,i, xb,i ∈ {e0, e1}, with

e0 ,

[
1

0

]
, e1 ,

[
0

1

]
, (15)

and shaping matrix B(i−1,i) ∈ R2×2, detailed in Table I, is a
function of xb,i, xb,i−1 and τ ∈ {0, 1, . . . , L− 1}:

B(i−1,i) ≡ B (τ, xb,i−1, xb,i) .

Proof. The proof is given in Appendix A. �
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TABLE I: Shaping matrices B(i−1,i).

τ < L/2

xb,i = [1 0]T xb,i = [0 1]T

xb,i−1 =

[
1
0

]
B1 =

[
1− 2τ

L
0

2τ
L

0

]
B2 =

[
0 0

0 1− 2τ
L

]

xb,i−1 =

[
0
1

]
B3 =

[
1 0

2τ
L

0

]
B4 =

[
0 2τ

L

0 1− 2τ
L

]

τ ≥ L/2

xb,i−1 =

[
1
0

]
B1 =

[ 2τ
L
− 1 0

2− 2τ
L

0

]
B2 =

[
0 2τ

L
− 1

0 0

]

xb,i−1 =

[
0
1

]
B3 =

[
2− 2τ

L
0

1 0

]
B4 =

[
0 2− 2τ

L

0 2τ
L
− 1

]

TABLE II: Transmitted symbol combinations.

xa,i e0 e1 e0 e1 e0 e1 e0 e1

xb,i e0 e1 e1 e0 e0 e1 e1 e0

xb,i−1 e0 e0 e0 e0 e1 e1 e1 e1

B(i−1,i) B1 B2 B2 B1 B3 B4 B4 B3

As detailed in Table I, eight different values for matrix
B(i−1,i) are possible. The first and second row of B(i−1,i)

corresponds to yi0 and yi1, respectively, also encompassing
the part of the detection window, where signal from tag b
is present. The first and second column corresponds to tag
b emitting xb,i = [1 0]T or xb,i = [0 1]T , respectively. By
definition, a signal like xb,i = [1 1]T can never be observed,
therefore one column will always be filled with zeros. Table II
encodes the possible (output) values of matrix B(i−1,i), as a
function of tag b’s consecutive information xb,i−1, xb,i.

A. Number of clusters

The number of clusters observed in the I/Q plane, af-
ter processing a number of samples of the received signal
as in Eq. (13) or Eq. (14), varies for different values of
τ . More specifically, τ ∈

{
0, L2

}
produces 4 clusters, τ ∈{

L
4 ,

3L
4

}
produces 6 clusters, while the remaining values

τ ∈ {0, . . . , L− 1} /
{

0, L4 ,
L
2 ,

3L
4

}
produce 8 clusters, after

plotting the yf samples every kL2 , k ∈ N, as in Fig. 1.3 Even
though this paper does not utilize any clustering techniques,
this observation highlights the need for asynchrony consider-
ation when utilizing clustering techniques, e.g. depending on
the processing followed of the received samples, 8 clusters
may correspond to 2 (asynchronous) tags with time offset or
3 tags in perfect synchrony.

3Such sampling of yf [·] offers exactly the values of Eq. (14) yi, according
to its derivation in the appendix.

B. SNR calculation

Due to τ 6= 0, it is shown below that the signal energy ratio
between the two tags depends on that time offset parameter.
The following definition is first presented:

Definition 1. Based on Eq. (8), the average received energy
per bit for tag m, assuming FM0 encoding observed with a
T/2 shift, is given by:

Embit , E

[
µ2
m |hm|2

∫ T

0

|xm(t)|2 dt

]
= µ2

m E[|hm|2]
T

2
. (16)

The following lemma is given for tag signal-to-noise ratio
(SNR):

Lemma 1. Based on Eqs. (14), (16), signal-to-noise ratio for
tag a is given by:

SNRa ,
E
[∣∣∣ha√ Eabit

E[|ha|2] xa,i

∣∣∣2]
E[|ni|2]

=
Eabit

2N0WTs
. (17)

Proof. The numerator stems from straightforward calculation
and the fact that |xa,i| = |e0| = |e1| = 1; the denominator
calculation stems from Eq. (40). �

Similarly, SNR for tag b follows:

Lemma 2. Based on Eqs. (14), (16), tag b signal-to-noise
ratio is given by:

SNRb ,

E

[∣∣∣∣B(i−1,i) hb

√
Ebbit

E[|hb|2] xb,i

∣∣∣∣2
]

E[|ni|2]

=


Ebbit

2N0WTs
, if τ = 0,(

5L2 − 12Lτ + 12τ2
)
Ebbit

4N0WTsL2
, if τ > 0.

(18)

Proof. For τ = 0 the proof stems from Lemma 1. For τ > 0
the proof is given in Appendix B. �

The following power ratio will be also found useful in the
numerical results; as in every multi-user setup, performance
is dictated not only by SNR but also relative power among
users/tags:

Definition 2. The power ratio of tag a over b is defined as:

PRab ,
SNRa
SNRb

. (19)

Finally, the following calculation will be needed in the link
budget calculations and numerical results:

Lemma 3. The 4-th moment of the Rician distribution is given
by,

E[|hm|2] , E[|hTmR|4] =
(σ2
hTmR

)2(κ2
m + 4κm + 2)

(κm + 1)2
. (20)

Proof. The proof is given in Appendix C. �
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IV. DETECTION TECHNIQUES

This work exploits the transformation of Section III and
processes the signal with a T/2 time-shift. Depending on
the duration of the signal observed before detection, there
are several detectors that can be tested, described below;
ĥm stands for hm

√
Embit

E[|hm|2] for tag m ∈ {a, b}, which is
either estimated or perfectly known; τ is assumed known
through estimation; algorithms that estimate these parameters
are offered next, in Section V.

A. T Detection for tag b

In the case of tag b detection, the detector that minimizes
bit error rate (BER) of the received signal, utilizing a T -signal
duration, is given by the minimum distance rule:

x̂a,i, x̂b,i, x̂b,i−1 =

= argmin
xa,i,

xb,i,xb,i−1

{
||yi − ĥa xa,i −B(i−1,i) ĥb xb,i||22

}
, (21)

From Eq. (21), only bit information of tag b can be detected,
through x̂b,i and x̂b,i−1 and Eq. (12). However, this method
is suboptimal since it does not utilize a 2T detection window,
required for BER-optimal FM0 decoding.

B. 2T Detection for tag a

In the case of 2T tag a detection, the first T -block is used
to detect x̂a,i−1 and the second T -block is used to detect x̂a,i;
information from tag b is not detected jointly across the two
consecutive T -blocks:

x̂a,i,x̂a,i−1 = argmin
xa,i,xa,i−1,

xb,i,xb,i−1,x
′
b,i−1,xb,i−2

{
||yi − ĥa xa,i −B(i−1,i) ĥb xb,i||22

+||yi−1 − ĥa xa,i−1 −B(i−2,i−1) ĥb x
′
b,i−1||22

}
. (22)

Thereinafter, x̂a,i, x̂a,i−1 are used according to Eq. (12) to
detect the information bit. However, the above also gives
x̂b,i−2, x̂′b,i−1 from the first T -block and x̂b,i−1, x̂b,i from
the second T -block. Considering that x̂′b,i−1 6= x̂b,i−1 from
one T-block to the other, this detector is suboptimal.

C. 2T Detection for tag a and tag b

In this case, both tags are jointly decoded using 2T signal
observation:

x̂a,i, x̂a,i−1, x̂b,i, x̂b,i−1, x̂b,i−2 =

= argmin
xa,i,xa,i−1,

xb,i,xb,i−1,xb,i−2

{
||yi − ĥa xa,i −B(i−1,i) ĥb xb,i||22

+||yi−1 − ĥa xa,i−1 −B(i−2,i−1) ĥb xb,i−1||22
}
. (23)

xα,2 xα,3 xα,Nr
xb,2xb,1 xb,2 xb,3 xb,Nr-1

xb,Nr

y1
y2 y3 yNr

xα,1 xb,1xb,0

Fig. 5: Hidden Markov Model of the proposed signal model.
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xα1
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xα
Νr

ψ ψ ψ

Fig. 6: Truncated probabilistic graphical model.

D. Viterbi

In the case of the Viterbi joint sequence detection, the
proposed system model can be represented by the hidden
Markov model (HMM) of Fig. 5, where the shaded and
white nodes represent the observed random variables and the
hidden states, respectively. Incorporating the observed data
into the HMM, the truncated HMM of Fig. 6 is obtained,
where ψxai

xbi−1,i
,yi
, ψxi−1,i

denotes the resulting singleton
potentials. To further ease notation, xb,i−1 xb,i , xbi−1,i

.
The transition probabilities are defined as follows:

P(xa2 = a,xb1,2 = cd |xb1 = b) , 1(b = c), (24)

P(xai+1
= a,xbi,i+1

= df |xbi−1,i
= bc) , 1(c = d), (25)

where a, b, c,d,f , g ∈ {e0, e1}, xbi,i+1
= cd stands for

xb,i = c, xb,i+1 = d and i ∈ {1, 2, . . . ,Nr−1} with Nr = 16
denoting the number of bits in the RN16 packet. The above
states that the allowed transitions are those where xb,i of stage
i is the same as xb,i of stage i+ 1, as in Fig. 7.

The singleton potential functions are given by:

ψxi−1,i
(a, bc) ∝ exp

{
−
||yi − ĥaxa,i −B(i−1,i)ĥbxb,i||22

σ2

}
,

(26)

where ψxi−1,i
(a, bc) = ψ(xa,i = a,xbi−1,i

= cd,yi)
and xbi−1,i is encoded into the shaping matrix B(i−1,i). In
Eq. (26), for i = 1, xb,i−1 = xb,0 = [1 0]T , where 1 is the
last bit of the preamble sequence and 0 is the first bit of the
FM0 line-coded RN16 sequence.

Since P(xai+1
= a,xbi,i+1

= df |xbi−1,i
= bc) = 1(c = d),

taking its logarithm results to either 0 or −∞ and hence, we
omit it in the following process but also keep in mind only
the legal transitions. Using the Max-Sum message update
equation the following is obtained:

logm(i−1,i)→(i,i+1)(a,df) =

= max
g,b

{
log ψxi−1,i(g, bd) + logm(i−2,i−1)→(i−1,i)(g, bd)

}
= max

g,b

{
−||yi − ĥaxa,i −B(i−1,i)ĥbxb,i||22

+ logm(i−2,i−1)→(i−1,i)(g, bd)
}
, (27)

where xa,i+1 = a, xa,i = g, xb,i+1 = f , xb,i = d and
xb,i−1 = b.
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Fig. 7: Stages i and i+ 1 of the Viterbi trellis diagram.

In the forward pass of the Viterbi algorithm, the edge
weights are calculated for each stage of the probabilistic
graphical model (Figs. 6, 7), according to Eq. (27), while also
keeping track of the node with the optimal weight, necessary
for the backtracking process. In the backward pass of the
algorithm, the path that sums to the optimal total weight is
obtained, offering the optimal FM0 transmitted sequence both
for tag a and tag b. The above setup can be visualized using
the trellis diagram of Fig. 7.

Complexity of the Viterbi algorithm for a hidden Markov
model (HMM) of a sequence of N hidden variables, each
assuming |X| discrete values, is given by O(N |X|2). Thus,
the complexity of the joint sequence detection through Viterbi
is given by O(N(23)2) = O(64 N), according to Figs. 5, 6;
N corresponds to the number of RN16 bits, and thus, N = 16.

E. Zero-Forcing

The single antenna zero-forcing (ZF) detector proposed in
[5], treats one of the two tag responses as interference and
projects the signal constellation into the subspace that com-
pletely cancels the interference, orthogonal to the interfering
component:

sa[k] =

[
I2 −

hbh
T
b

hTb hb

]
s[k], sb[k] =

[
I2 −

hah
T
a

hTaha

]
s[k], (28)

where ha = [<{ĥa} ={ĥa}]T , hb = [<{ĥb} ={ĥb}]T , s[k] =
[<{yf [k]} ={yf [k]}]T and yf [k] is according to Eq. (13).
The projection sm of each tag signal is thereafter decoded
separately. It must be noted that this receiver is capable of
resolving a collision from strictly two tags participating, since
a subspace cannot be found in the two-dimensional I/Q plane,
which is orthogonal to more than one interferer.

V. DIGITAL LINK HOUSEKEEPING

A. DC Estimation

The DC offset can be estimated in time periods where all
tags remain silent. In Gen2 applications, the DC offset is
estimated by averaging the received samples acquired from
the signal part right after the QUERY command has been
sent from the reader, up to the point before the tags start

switching, defined as interval T1 [1]. The estimated offset is
then subtracted from each sample, offering Eq. (8).

B. Channel Estimation

The algorithm used to estimate the channel coefficients
follows work in [4]. In order to obtain the channel es-
timates, the received samples are projected onto the sub-
space defined by the DC component and the ha + hb clus-
ter. The ĥa + hb estimate can be obtained either from the
end or from the start of the preamble packet, defined as
sp = [1 1 0 1 0 0 1 0 0 0 1 1] in [1], for a single tag. At
these positions there are two consecutive data-1 bits, so even
after the observed shifting due to the delayed response of tag b,
the upsampled (by L) superimposed sequences will still have
overlapping data-1 bits, offering an estimate for ha + hb.

The algorithm is based on the observation that two states
(out of the possible 4, 6 or 8, see Sec. III-A), are realized
during the transmission of the RN16 packet preamble (due to
common information transmission from the two tags, assuming
synchrony), defining an one-dimensional subspace sx (i.e., a
line). Projecting the received samples of the RN16 packet onto
the subspace orthogonal to sx, will give a non-zero value if
the corresponding half-bit is equal to ha or hb. The algorithm
searches for points that have the maximum signal strength
in this orthogonal subspace. More specifically, the received
waveform is processed with matched filtering, offering yf ,
and the maximum signal strength indices and corresponding
channel coefficients, are estimated as follows:

kA = argmax
k∈{0,...,NL}

=
{
yf [k]e−j ĥa + hb

}
, (29)

kB = argmin
k∈{0,...,NL}

=
{
yf [k]e−j ĥa + hb

}
, (30)

ĥa = yf [kA] , ĥb = yf [kB ] , (31)

where N = Np + Nr is the total number of transmitted bits
(preamble + RN16). It is important to ensure that the estimates
ĥa and ĥb are correctly assigned to each tag or if they need
to be swapped, otherwise the performance of the detection
methods will not be optimal. In order to check that ĥa indeed
corresponds to tag a and ĥb to tag b, a mean squared error
metric is utilized in this work, detailed in Sec. V-C, below.

Even though this algorithm was initially developed for
values of τ < L/10, it still works in this problem formulation,
as will be shown in the numerical results section; that is due
to the fact that the projection of all samples will always be
closer to the subspace sx than the samples corresponding to
ha and hb, no matter the value of τ or the number of clusters
it produces on the I/Q plane.

C. Time Offset Estimation

Time offset τ estimation is based on channel state infor-
mation (CSI) estimation. By the problem’s definition tag a
responds first (τa = 0); thus, the detected packet start of the
collided RN16 sequence, is also the start of tag a response.
In order to detect the RN16 packet start, a correlation-based
method is utilized with the (known) preamble bits of RN16.
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(a) τ = 0, PRab = 2.24 dB.
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(b) τ = 10, PRab = 0.36 dB.
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(c) τ = 25, PRab = 2.2423 dB.

Fig. 8: Tag a BER evaluation at da = 7.5 m, db = 8.0 m.

The time offset estimation algorithm is based upon creating
the discrete channel equivalent, which basically is an ideal
superposition of the two tags preamble bits sequences for
different values of τ and comparing it, using the minimum
distance rule, to the received samples of the preamble part of
the packet. An estimate for τ is thus obtained by minimizing
the following mean squared error (MSE):

τ̂ = argmin
τ∈{0,1,...,L−1}

1

K

K−1∑
k=0

|yf [k]− cf [k]|2 , (32)

where K = NpL, Np = 6 the number of preamble bits and
cf [k] the output of the matched filtering process, with

a square pulse Π[k] of length L/2, on the discrete channel
equivalent c[k]; the latter is defined as follows:

c[k] = ĥa sp,up + ĥb [0 . . . 0 0︸ ︷︷ ︸
τ

sp,up], (33)

cf [n] =

∞∑
k=−∞

c[k]Π[n− k], (34)

where sp,up denotes the upsampled, by a factor of L, preamble
bits sequence. Notice that cf [n] above requires estimates of the
channels ĥa, ĥb.

In order to check whether the channel estimates are correctly
assigned to each tag, the above time offset algorithm must be
run twice, once with ĥa corresponding to tag a and ĥb to tag
b and once more where the mapping is swapped. The channel
estimates are then accordingly mapped, depending on which
of the two runs returned the minimum MSE.

VI. NUMERICAL RESULTS

Figs. 8, 9, 10 are offered with Np = 6 preamble and
Nr = 16 payload bits. 104 Monte Carlo runs were per-
formed per SNR value, while channel parameters remained
constant for each run. The rest of the parameters follow:
fc = 868 MHz, BLF = 40 kHz, Fs , 1/Ts = 2 MHz,
L = T/Ts ≡ Fs/BLF = 50, T = 1/BLF = 25 µs, κa = 10,
κb = 9, va = vb = 4,

Γ0 = 0, Γ1 = 1, η = 10% and Pc ranging from 15
to 30 dBm. Different operating regimes of the detectors are
evaluated, since the tag-to-reader distances are altered from

da = 7.5 m and db = 8.0 m in Fig. 8, to da = 8.5 m
and db = 7.6 m in Fig. 10, offering different tag power
ratio (PRab or PRba according to Eq. (19)). Results will be
presented assuming perfect CSI and τ estimation (ideal case),
as well as estimated CSI and τ (practical case), according to
the algorithms presented in Sec. V.

Fig. 8a depicts the synchronous case, i.e., τ = 0, where the
2T detectors (both tags or tag a) offer the same performance
with the Viterbi, as expected; FM0 induced memory within
two symbol periods is adequate for detection [21] and thus,
longer memory - exploited in Viterbi - is not needed. The
same plot depicts detection performance with perfect (ideal)
knowledge of CSI, as well as performance with estimated CSI.

Detectors’ performance does not coincide in the asyn-
chronous case, in Figs. 8b, 8c, where τ = 10, τ = 25, respec-
tively. The performance gap of the 2T detectors compared to
Viterbi in the asynchronous case is due to the extra induced
memory from the delayed tag b; such delay requires detection
of information from additional symbols (compared to the
synchronous case), rendering the 2T detectors suboptimal. The
same plots also depict results with perfect knowledge of the
channels, as well as estimated channels. In the asynchronous
case, the 2T detection of both tags outperforms the 2T
detection of (single) tag a only, as expected. At the high SNR
regime, in the order of 15 dB, offered BER with estimated
(perfect) channel is in the order of 3% (0.4%) and thus, the
expected number of erroneously detected RN16 bits is strictly
less than 1. The latter clearly shows that RN16 tag collision
is not an issue for the specific detectors. Moreover, the value
of τ in the detectors’ performance is important and presents
an oscillating behaviour; BER is not monotonically increasing
(or decreasing) as a function of τ .

Fig. 9 compares performance of the zero-forcing, the joint
2T and the Viterbi detector for tag a, under perfect CSI, with
the same simulation parameters as Fig. 8b. It can be clearly
observed that both 2T and the Viterbi detector outperform the
ZF detector; that is expected since the latter does not initially
take into account asynchrony, i.e., the time offset between
the two tags, before the projection is performed. Thus, it is
important to employ detection techniques that explicitly take
into account asynchronous operation of tags, which is not
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Fig. 9: Tag a BER evaluation at τ = 10.
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Fig. 10: Tag b BER evaluation at da = 8.5 m, db = 7.6 m.
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Fig. 11: Delay offset impact on BER of tag a.

uncommon in commercial RFID systems.
Figs. 10a, 10b demonstrate the performance of the 1T , joint

2T and the Viterbi detectors for tag b data detection in the

Tag 2

Tag 1

Rx

Tx

SDR

Fig. 12: Experimental setup with SDR implementation of
Gen2. The anti-collision algorithm was implemented in C++.

asynchronous case, where τ = 35 and τ = 45, respectively,
when tag b signal is stronger than tag a. The oscillating
BER behaviour of Fig. 8 is once again observed in both
Figs. 10a, 10b, while the performance gap between Viterbi and
the 1T , joint 2T detectors is clearly more notable in Fig. 10b,
for τ = 45. At the high SNR regime around 16 dB, BER with
estimated (perfect) channel is in the order of 10% (2%); 10%
BER does not suffice for zero-error RN16 detection of tag b.
Thus, it is important for the reader to flip the roles between tag
a and b, and treat the stronger signal as tag a. However, that
requires more research on packet synchronization techniques,
that could lock to the stronger packet/tag, irrespectively of
the delay among the two tags. It is noted that the literature
typically offers packet synchronization techniques that lock
on the packet that arrives first (e.g., work in [22]).

Fig. 11 demonstrates detection performance for different
delay values, under estimated CSI. The parameters used in this
simulation are as follows: Pc = 20 dBm, da = db = 0.6 m,
fc = 900 MHz, Fs = 20 MHz, BLF = 100 kHz, η = 0.1, and
va = vb = 2, while 105 Monte Carlo runs were conducted.4

Under perfect CSI, the observed BER was found equal to
BER = 0, while under estimated CSI, the observed BER was
found less than 10−4, for any value of τ . It is noted that under
similar conditions, prior art algorithms in [14], offered BER
in the order of BER ≥ 10−4.

A. Experimental Results with Software-Defined Radio (SDR)

The algorithm was developed in C++ and added in the
open-source Gen2 software stack developed in [2]. In all
experiments, 2 Gen2 UHF RFID tags (1 ALN-9840-WRW
and 1 ZEBRA 4”×2” Z-PERFORM 1500T) were attached to
empty boxes, at various distances away for the reader antennas,
as shown in Fig. 12. The experimental setup included a USRP
N200 with an RFX900 daughterboard and two circularly-
polarized MTI MT-242032 antennas (one for Tx and one for
Rx) with a gain of 7 dBic each. A spectrum analyzer was used
to measure the received signal strength indicator (RSSI) at the
location of the tags and at the carrier frequency of 868 MHz
at which the whole system operated. A 24 dB Mini-Circuits

4Decimation factor of 4 was also utilized, reducing to L = 50 from nominal
L = 200.
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Fig. 13: Block diagram of the collision resolution process.

TABLE III: Experimental performance evaluation.

80 cm 130 cm 280 cm (with Amplifier) 300 cm (with Amplifier)
Measured RSSI −9.5 dBm −11.9 dBm −15.8 dBm −14.5 dBm

Single Tag Detection 28.55% 25.80% 25.30% 11.85%
This work 43.25% 33.80% 33.20% 22.40%

ZRL-1200+ amplifier was also exploited in addition to a 9 dB
attenuator between the amplifier and the RFX daughterboard.
The software was executed in a laptop computer. Number
of slots per round was set equal to 1, in order to force
the collision. The total number of inventory rounds was set
to 2000 in each experiment and various levels of distances
and respective RSSI were tested. DC cancellation, channel
estimation, time offset estimation and packet synchronization
were implemented, as described in Section V; the whole
process followed is visualized at the block diagram of Fig. 13.

Since commercial RFID tags were used, their RN16 infor-
mation is randomized and thus, not a priori known. In order
to make sure that the algorithm correctly detected RN16, the
following approach was used: a tag will respond with its EPC
information only if the reader acknowledges its correct RN16.
Since, collision resolution is executed at the reader, correct
detection of tag RN16 information at the SDR reader will be
escorted with EPC transmission from a tag. The algorithm
detects the two tags RN16 information and reports back the
RN16 of tag a, i.e., the first tag that responded. The reader
acknowledges back the detected RN16 and a tag reports back
only if the RN16 reported by the reader was the information
that the tag transmitted.

Table III shows the experimental results. For 80 cm distance
between reader antennas and tags, the single tag detection
algorithm offered successful tag interrogation around 560
times out of 2000 (corresponding to 28.55% success rate); in
contrast, the collision resolution method of this work increased
the successful interrogations to around865 times out of 2000
(corresponding to 43.25% success rate). It is noted that single
tag detection is utilized in SIC-based techniques, which are
more appropriate for multi-user scenarios with significant dif-
ferences among the users’ received signal power. Performance
gains around 10% were observed for other communication
distances, with or without the amplifier. Such performance
gains in the order of 10% increase the reading rate of any com-
mercial RFID reader by that amount, without any hardware
modifications and thus, may be of great commercial value. It
was also observed during the experiments that the tags’ RF
energy harvesting and backscattering operation was affected
in a non-linear way by distance and amplification gain, as
expected; such behavior will be further studied in future work.

VII. CONCLUSION

It was clearly shown that the proposed detectors leveraging
the closed form signal model, demonstrated robust perfor-
mance in a 2-tags collision scenario. It was demonstrated for
the first time, that even though the performance gap between
the joint 2T and the Viterbi detector is small, the joint 2T
detector is not the optimal detector in this case, since there
is extra memory induced due to the delayed response of the
second tag. Furthermore, it was shown that the joint 2T and
the Viterbi joint sequence detector coincide in the synchronous
2-tags case. It was also found that the offered BER of the
detectors does not present a monotonic behavior but rather
oscillates for different delay values. Asynchronous detection
has been overlooked in classic digital communications; in the
era of batteryless, ultra-low cost tags, more work is clearly
needed. Future research will focus on channel estimation and
packet synchronization when more than 2 tags collide, as well
as the integration of the Miller line coding scheme.

APPENDIX A
PROOF OF THEOREM 1

Sampling Eq. (8) by Ts, the following is obtained:

ỹ[k] , ỹ(kTs) = ha µa xa[k] + hb µb xb[k] + n[k], (35)

where xa[k] , xa(kTs), xb[k] , xb(kTs) ∈ {0, 1} and
n[k] , n(kTs) Gaussian process with

E[|n(kTs)|2] =

∫ W

−W
Snn(F ) dF =

N0

2
2W = N0W. (36)

Thus, n[k] ∼ CN (0, N0W︸ ︷︷ ︸
2σ2

n

) ≡ CN (0, 2σ2
n).

The discrete baseband equivalent signal over a half-bit
duration T/2, using matched filtering with rectangular pulse,
for j = 0 for the first half-bit and j = 1 for the second half-bit,
is obtained as follows:

yj = Ts
∑
k∈Kj

ỹ[k]
1√
LTs

2

=

√
2Ts
L

∑
k∈Kj

ỹ[k]

=

√
2Ts
L

∑
k∈Kj

ha µa xa[k] + hb µb xb[k]

+ nj , (37)
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where 1/
√
LTs/2 is the appropriate normal-

ization factor for unit energy, corresponding to
orthonormal basis functions for expansion of the
received signal with duration T , j ∈ {0, 1} and
K0 = {0, 1, . . . , L/2− 1}, K1 = {L/2, L/2 + 1, . . . , L− 1}.

Each FM0 symbol observed with a T/2 shift can be written
as a 2× 1 complex vector yi = [yi0 y

i
1]T , where i denotes the

i-th received T -duration symbol. With tag a perfectly synced
to the detection window, one can only observe waveforms
S0(t) or S1(t) for tag a; however, the same does not hold
for tag b. Depending on the delay of tag b RN16 response, a
perfect S0(t) or S1(t) waveform might never be observed in
the detection window, but rather a shifted combination of the
two.

First, τ < L/2 is assumed, as in the example of Fig. 4,
where tag a is emitting S0(t) waveform, which corresponds
to xa,i = e0; tag b backscatters S1(t), delayed by τ samples,
corresponding to xb,i = e1. Immediately before that, tag b
backscatters S1(t), which corresponds to xb,i−1 = e1. Thus,
according to Eq. (37) and the definition of yi, the following
vector form is obtained for the specific signals of Fig. 4:

yi =


√

2Ts
L

ha µa
L

2
· 1 +

√
2Ts
L

hb µb τ · 1 + ni0√
2Ts
L

haµa
L

2
· 0 +

√
2Ts
L

hbµb

(
L

2
− τ
)
· 1 + ni1



=


√

2Ts
L

ha µa
L

2
· 1 +

√
2Ts
L

hb µb
L

2

(
2τ

L

)
· 1 + ni0√

2Ts
L

ha µa
L

2
· 0 +

√
2Ts
L

hb µb
L

2

(
1− 2τ

L

)
· 1 + ni1


= ha µa

√
T

2

[
1

0

]
+

[
0 2τ

L
0 1− 2τ

L

]
︸ ︷︷ ︸

B(i−1,i)

hb µb

√
T

2

[
0

1

]
+

[
ni0

ni1

]
,

(38)

where

nij =

√
2Ts
L

∑
k∈Kj

n[k] ∼ CN

0, 2σ2
n

(√
2Ts
L

)2
L

2︸ ︷︷ ︸
N0WTs

 , (39)

and hence,

ni =
[
ni0 n

i
1

]T ∼ CN (02, N0WTsI2) . (40)

Repeating the process above, for every scenario in Table II
for τ < L/2 and once more for τ ≥ L/2, while maintaining
xa in perfect sync to the detection window, yields the closed
form of B(i−1,i) matrices offered in Table I and eventually,
Eq. (14).

It is noted that, since n(t) is a circularly symmetric, complex
baseband Gaussian random process with PSD N0/2 in the
[−W ;W ] frequency band, its projections on an orthonormal
basis (with basis functions limited in the [−W ;W ] frequency
band) will have independent and identically distributed (i.i.d.)
circularly symmetric, complex Gaussian components with
variance N0/2, [23, pp. 213].

APPENDIX B
PROOF OF EQ. (18)

The expression of SNRb for τ > 0 is calculated as follows:

SNRb ,

E

[∣∣∣∣B(i−1,i) hb

√
Ebbit

E[|hb|2] xb,i

∣∣∣∣2
]

E[|ni|2]

=
E
[
xTb,iB

TBxb,i

]
Ebbit

2N0WTs
, (41)

where

E
[
xTb,iB

TBxb,i
]

= Exb,i

{
EB|xb,i

[xTb,iB
TBxb,i]︸ ︷︷ ︸

g(xb,i)

}

=
1

2
g

(
xb,i =

[
1
0

])
+

1

2
g

(
xb,i =

[
0
1

])
=

1

2
[0 1]E

{
BTB|xb,i =

[
0
1

]}[
0
1

]
+

1

2
[1 0]E

{
BTB|xb,i =

[
1
0

]}[
1
0

]
. (42)

E[BTB|xb,i] in Eq. (42) is calculated as follows:

E[BTB|xb,i] =
∑
BTB

1

4
BTB. (43)

For xb,i = [1 0]T , according to Table I,

∑
BTB

1

4
BTB =

1

4

BT
1 B1 +BT

3 B3︸ ︷︷ ︸
τ<L/2

+BT
1 B1 +BT

3 B3︸ ︷︷ ︸
τ≥L/2


=

1

4

[
12L2−24τL+24τ2

L2 0
0 0

]
. (44)

Notice that the two BT
j Bj products are for a different range

of τ values.
For xb,i = [0 1]T and according to Table I in the same

fashion,

∑
BTB

1

4
BTB =

1

4

BT
2 B2 +BT

4 B4︸ ︷︷ ︸
τ<L/2

+BT
2 B2 +BT

4 B4︸ ︷︷ ︸
τ≥L/2


=

1

4

[
0 0

0 8L2−24τL+24τ2

L2

]
. (45)

Substituting Eqs. (44) and (45) into Eq. (42) we obtain:

E[xTb,iB
TBxb,i] =

1

2
[1 0]

1

4

[
12L2−24τL+24τ2

L2 0
0 0

] [
1
0

]

+
1

2
[0 1]

1

4

[
0 0

0 8L2−24τL+24τ2

L2

] [
0
1

]

=
5
2L

2 − 6Lτ + 6τ2

L2
. (46)

Eventually, substituting Eq. (46) into Eq. (41) we obtain:

SNRb =

(
5L2 − 12τL+ 12τ2

)
Ebbit

4N0WTsL2
. (47)
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APPENDIX C
PROOF OF EQ. (20)

The baseband complex channel coefficients hTaR and hTbR

are independent random variables following the Rician distri-
bution according to [17], with parameters κm = s2

2σ2
g

, where
s2 = ρ κm

κm+1 , 2σ2
g = ρ

κm+1 and ρ ≡ σ2
hTmR

. According to
[24, Eq. (50)], the k-th moment of the Rician (Nakagami-n)
distribution is calculated as follows:

E[|hTmR|k] , (2σ2
g)k/2 Γ

(
1 +

k

2

)
1F1

(
−k

2
; 1;− s2

2σ2
g

)
k=4
= 4σ4

g Γ(3) 1F1

(
−2; 1;− s2

2σ2
g

)
= 8σ4

g

(
1 +

s2

σ2
g

+
s4

8σ4
g

)
= 8σ4

g + 8σ2
gs

2 + s4 = 2(2σ2
g)2 + 4(2σ2

g)s2 + s4

= 2

(
ρ

κm + 1

)2

+ 4

(
ρ

κm + 1

)
s2 + s4

= 2

(
ρ

κm + 1

)2

+ 4

(
ρ

κm + 1

)2

+

(
ρ κm
κm + 1

)2

=
ρ2
(
κ2
m + 4κm + 2

)
(κm + 1)2

=

(
σ2
hTmR

)2 (
κ2
m + 4κm + 2

)
(κm + 1)2

,

(48)

where 1F1(·) denotes the confluent hypergeometric function.
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