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Abstract—Passive Gen2 radio frequency identification (RFID)
tags work thanks to the utilization of line codes that bal-
ance their operation between two opposite states: absorbing
RF (for energy harvesting) and reflecting RF (for backscatter-
ing/communications). Given the current RF harvesting technol-
ogy, batteryless tags need to be located very close to an active
illuminator in order to harvest sufficient energy and operate. To
tackle this limitation, prior art has tried to bring the illuminator
closer to the tags by designing proprietary illuminating architec-
tures. Our solution comes in two parts. First, we offer a novel,
Gen2-compliant, near-optimal, noncoherent sequence detection
algorithm with linear complexity (in the sequence length) for
Miller line codes. We leverage the robustness of this algorithm
to overcome issues inherent in multistatic setups, such as carrier
frequency offset. Second, we propose a modular multistatic
architecture that makes use of low-cost commodity software
defined radios (SDR) and omnipresent Ethernet infrastructure.
Simulations and experimental results in a monostatic, bistatic,
or multistatic SDR testbed with commercial RFIDs, corroborate
the low-cost, real-time and near-optimal flavor of our solution.

Index Terms—Miller Coding, RFID, IoT, sequence detection,
noncoherent detection, batteryless tags, multistatic reader.

I. INTRODUCTION

Backscatter radio tags, such as those in radio frequency
identification (RFID) and Internet-of-Things (IoT), have re-
cently received a lot of positive attention. Their low-cost, ease
of installation and batteryless character allows for wide and
extensive deployment in various applications. Thus, this work
seeks out ways to enhance the infrastructure that operates the
tags, by introducing novel, real-time, near-optimal sequence
detection algorithms, as well as methods to extend the opera-
tional range of such tags via multistatic radio.

The basic principle that these tags exploit is called backscat-
tering, i.e. reflection radio. Backscattering is performed by
alternating the terminating load of the tag’s antenna between
two different loads/states Z0 and Z1. Consequently, the tag’s
reflection coefficient is altered. For example, in state Z0,
the antenna can be short-circuited, maximizing the amplitude
of the reflection coefficient at the tag, while minimizing
radio frequency (RF) energy harvesting. In state Z1, there is
load matching, which minimizes the reflection coefficient and
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enables the tag to maximize energy absorption/harvesting from
the impinging RF signal (Fig. 1). However, these two states do
not correspond to logical “0” and “1”; instead there is added
intelligence on the state transitioning, i.e., a line code.

The importance of line coding in batteryless tags stems from
the need to alternate between the two contradicting states (en-
ergy reflection/absorption) on 50% duty cycle, independently
of the data bits. Moreover, line codes introduce memory (and
thus, added intelligence) on consecutive coded symbols. This
allows the reader to better distinguish between noise and actual
tag signal, reducing cases of ghost tag signals, i.e., misin-
terpretation of noise as useful tag information. This induced
memory also offers coding gain, which in turn improves data
detection. Available line codes in the industrial Gen2 RFID
protocol include FM0 and Miller 2/4/8 [1].

In the industrial RFID Gen2 protocol [1], the RFID in-
terrogation takes place during a slot in a framed slotted
Aloha manner (see Fig. 2). Initially, the reader transmits a
QUERY command that sets up communication parameters,
such as tag rate, number of slots and tag line code (i.e.,
FM0 vs Miller). In turn, the tag generates and backscatters
the RN16, i.e., a random 16-bit sequence. Then, the reader
has to correctly receive the RN16 and acknowledge (ACK) it
back to the tag. If the received ACK from the tag matches
its transmitted RN16, then the tag backscatters a 128-bit data
sequence, which includes the electronic product code (EPC)
identification information (96 bits). Note that the tag appends
a known preamble sequence at the start of every backscattered
message, while there is option of activating an extra pilot (i.e.,
known) sequence, that could be further exploited (e.g., for
channel estimation and respective coherent detection).

It is crucial to mention here that there is a strict tim-
ing constraint that needs to be taken into consideration
when designing RFID readers and interrogation processes.
This time constraint forces the reader to transmit the ACK
within T2 seconds after the RN16. Nominally, it holds that

3
BLF ≤ T2 ≤ 20

BLF , where BLF is the backscatter link frequency,
set to BLF = 40KHz for this work. This means that the reader
has to transmit the ACK within T2 = 500µs, otherwise the
protocol times out. T2 interval is highlighted in Fig. 2. Thus,
interrogation processes, including detection algorithms, must
be real-time and of limited complexity.

Now that we’ve explained the basic operation of passive
Gen2 RFID tags, as well as some of the intricacies of the
protocol, we discuss below ways to extend the interrogation
range. Throughout the years, there have been many proposals,
both by the industry and the research community, on how
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Fig. 1. An RFID/IoT tag terminates its antenna between two loads/states: an “RF energy absorbing” state Z1 (for energy harvesting) or an “RF energy
reflecting” state Z0.

to bring the illuminating antenna in the vicinity of the tag.
In that way, sufficient energy is provided to the RF energy
harvester of the tag, typically designed around diode-based
rectifiers; the latter require relatively strong signals to operate,
several orders of magnitude stronger than sensitivity values
of typical communication receivers [6], [4]. Specifically, work
in [10] suggested monostatic front-ends wired to a baseband
processor; multiple illuminators connected to a single re-
ceiver through networks of multiplexers, expensive RF cables
and amplifiers or custom wireless protocols, have been also
proposed [28], in order to cover a larger area where tags
can be interrogated. Additionally, RFID readers have been
installed on top of mobile platforms, e.g., robots and drones,
for commercial applications, but also signal relaying [20].

Prior findings on bistatic [7], [15]–[19] or multistatic [3]
backscatter radio have shown how such architectures can
effectively boost the range of telecommunications. By ex-
ploiting the dyadic [11], non-linear nature of wireless prop-
agation, link budget and diversity gain can be achieved [3].
Thus, a multistatic setup has tremendous advantages over its
monostatic counterpart, albeit with increased installation cost.
Other studies on bistatic backscatter radio include: [30] where
the devices backscatter LoRa signals; [8] where IoT nodes
backscatter BLE compatible signals; [12] where BLE signals
are used as illuminating source, and the tags backscatter Wi-Fi
signals. However, none of this prior art touched on Miller line
codes and their noncoherent detection.

Study of coherent detection for FM0 and Miller is per-
formed in [29]. Pioneering work in [25], [26] provided approx-
imations of maximum likelihood sequence detection, when
dealing with unknown parameters. Generalized likelihood ratio
test (GLRT)-optimal noncoherent sequence detection for FM0
was given in [2] with log-linear complexity (with respect to the
sequence length); experimental validation for the latter work
on industrial Gen2 RFID tags is found in [23]. Work in [9]
described an algorithm for GLRT-optimal noncoherent MSK
detection, again with log-linear complexity in the sequence
length. Work in [21] describes a methodology for low com-
plexity, potentially linear to the sequence length, noncoherent
detection. However, the bit error rate (BER) performance is
not guaranteed to be near-optimal; BER performance can be
enhanced at the cost of complexity, i.e., departing from linear
and arriving at approximately quadratic in the sequence length.

This work puts forth a Gen2-compliant, linear complexity

noncoherent sequence detection scheme for Miller m, includ-
ing m ∈ {2, 4, 8}. Performance results are provided under
Rayleigh and Rician fading, with or without residual carrier
frequency offset (CFO). The latter is present in bistatic or
multistatic (distributed) setups, where illuminating transmitter
and receiver of the tag-backscattered information belong to
different terminals. As a result, the compound channel from
symbol to symbol is not constant and thus, a coherent detector
(that assumes a constant compound channel) would suffer
from performance loss. Additionally, this work examines the
performance of the proposed detection scheme in both mono-
static and multistatic experimental setups that accommodate
the industrial Gen2 RFID protocol. To the best of our knowl-
edge, there is no prior art on noncoherent sequence detection
algorithms for Miller line codes, let alone being holistically
tested under presence of CFO and DC offset. Additionally,
this noncoherent algorithm is shown to perform near-optimally,
compared to ideal coherent detection (under perfect channel
estimation and zero CFO).

Finally, this work provides a software-defined radio (SDR)
& Ethernet-based solution for multistatic RFID interrogation.
It performs competitively, when compared to other industrial
products, in terms of extended coverage and range (tag-
receiver distance ≥ 30 m), low-cost of infrastructure and
installation. Ethernet is nowadays omnipresent in building in-
frastructure, as opposed to expensive RF cables, while required
equipment is based on inexpensive SDRs.

Note that the proposed multistatic architecture is impacted
from the timing constraints of the Gen2 protocol more severely
than it’s monostatic counterpart. This is because baseband
packet communication is performed through an Ethernet layer,
as well as the fact that the signal processing and control logic
is running on software (instead of hardware). As a result,
the carrier frequency offset (inherent in multistatic setups)
correction and all subsequent processing need to be fast and
robust in order to reliably interrogate passive Gen2 RFID tags.
This makes the use of a robust, low complexity, noncoherent
sequence detection algorithm, a critical detail.

Subfig. 3 (a) visualizes the motivating idea of the multistatic
RFID networked reader. It consists of several Tx SDRs and
a single Rx SDR, all connected to a computer/PC through
Ethernet; the PC creates the baseband samples and submits
them to the to Tx SDRs or receives and processes them from
the Rx SDR. Note that the Ethernet layer can be replaced with
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Fig. 2. Gen2 interrogation under distributed, bistatic operation using 2 SDRs (one for illumination and one for reception).

any other sufficiently fast layer, e.g., USB 3. Subfig. 3 (b)
visualizes an example of a potentially future application. If
we were able to overcome the T2 limitations through a next
generation cellular network, or revise the Gen2 protocol to
increase T2, we could potentially use our cellphones to illumi-
nate RFID tags and pickup the tag-backscattered information
by the nearest pico/femto-cell base station. This is the base of
the cellular telephone-RFID convergence vision.

Overall, the contributions of this work can be summarized
in the following points:
• A novel, Gen2-compliant, noncoherent Miller sequence

detection algorithm with linear complexity (in the
sequence length). Simulated and experimental results
demonstrate the near-optimal flavor of the algorithm and
robustness in bistatic setups. The aforementioned nonco-
herent algorithm is shown to outperform the traditional
coherent detection scheme in the presence of residual
CFO.

• A multistatic RFID/IoT interrogating architecture, based
on commodity, low-cost SDRs, connected over the Ether-
net. Experimental results demonstrate increased coverage
and range over monostatic setups.

Section II describes the system model (signal model &
Miller line code); Section III describes the zero-centered signal
model, and offers an important theorem; Section IV & Sec.
V describe the coherent and noncoherent sequence detection
algorithms, respectively; Section VI offers simulation and
experimental results. Finally, work is concluded in Section VII.

NOTATION

Notation: CN (m,C) denotes the proper complex Gaus-
sian distribution of mean m and covariance matrix C. The
conjugate of a complex number w is denoted as wH ; in the
case of a complex vector z, conjugate transpose (hermitian)

is denoted also as zH . The inner product of two complex
vectors u,v is denoted as 〈u,v〉 = uHv. The real part of a
complex number w is given by <{w}. ‖x‖2 =

√
xHx denotes

the Euclidean norm of complex vector x. I(·) is an indicator
function that returns 1 if its argument is true and 0, otherwise.
Finally, U(a, b) denotes the uniform probability distribution in
the range [a, b].

II. SYSTEM MODEL

The bistatic signal model is initially assumed, where trans-
mitter (TX) illuminates a tag, which reflects/scatters back
towards a receiver (RX), as shown in Fig. 2. The signal model
of the samples received from the software defined radio (SDR)
follows [15]:

y[k] =
(√

2PchCR +
√

2Pch s xtag [k]
)
e−j(2π∆fkTs+∆φR)

+ n[k]

= (mdc + mtagxtag [k]) e−j(2π∆fkTs+∆φR) + n[k] , (1)

where Ts is the receiver’s sampling period, ∆f denotes the
carrier frequency offset (CFO) and ∆φR denotes the carrier
phase offset (CPO) between transmitting and receiving SDR;
tag’s signal xtag [k] ∈ {Γ0,Γ1}, where Γ0,Γ1 correspond to
the reflection coefficients for the reflecting and absorbing states
of the tag, respectively; Pc is the transmission (Tx) power
of the transmitting SDR and s ∈ (0, 1) denotes the tag’s
scattering efficiency; thermal noise of the receiver is modeled
by n[k] ∼ CN

(
0, σ2

n

)
, attaining power proportional to the

receiving bandwidth of the SDR; different noise samples (i.e.,
w[k] ,w[m] , k 6= m) are independent. Rician flat fading is
assumed:

hq ∼ CN

(√
kq

kq + 1
σ2

q,
σ2

q

kq + 1

)
, q ∈ {CR,CT,TR} ,

(2)
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Fig. 3. Convergence Vision: Could existing (e.g., LAN) or future (e.g., cellular) network infrastructure read commercial (Gen2) RFID tags? (a): Deployment
of multiple SDR transmitters/illuminators along with a single receiving SDR in a warehouse. Each transmitter covers a specific sector. The system avoids lossy
and expensive coaxial extension cables and amplifier units by using conventional SDRs networked through Ethernet. (b): Future vision example. A smartphone
illuminates the backscatter tag on a package. The backscattered signal is received by the cellular base station. The base station informs the smartphone user
about the tag information through SMS.

where CR,CT,TR denote the carrier/illuminator-to-receiver,
carrier-to-tag and tag-to-receiver links, accordingly, and σ2

q =
E
[
|hq|2

]
; kq corresponds to the power ratio of the direct

(line-of-sight) path over the scattered paths. For the special
case of kq = 0, Rayleigh fading is obtained. Complex
channel parameter hq is assumed constant for the duration
of a backscattered packet and changes independently between
successive packets. Furthermore, h

4
= hCThTR ∈ C.

It has to be noted that tag’s antenna structural mode pa-
rameter As ∈ C can be absorbed in the dc term mdc. Eq. (1)
simply states that the received signal is the superposition of
the direct signal from carrier illuminator-to-receiver and the
signal reflected/backscattered from the tag (after illumination
from the transmitter) towards the receiver, taking into account
CFO and CPO between transmitter/illuminator and receiver.
The illuminating signal contributes a dc term at the receiver,
denoted as mdc above.

In the monostatic case, further simplifications are possible;
a single device is responsible for both transmission and
reception with a common oscillator and thus, it can be assumed
that ∆f = ∆φR = 0, i.e., transmit and receive chains share
the same oscillator. Additionally, complex gain parameter hCR
denotes the transmit-to-receive chain leakage, while due to
antenna proximity, full correlation hCT = hTR is assumed [3]
and thus, h = h2

CT.
Assuming matched filtering, dc offset removal and symbol-

level synchronization, the signal model of Eq. (1) is simplified
to the following form [13]:

y [i] = h̃ xtag[i] + w [i] , (3)

where h̃ = L
√

2Pch s and L is a carefully defined over-
sampling factor. Specifically, denoting bit duration as Tb and
defining that each “high” or “low” level of the baseband signal

is a part of the bit, i.e., a chip, then L = Tb

2mTs
is the

number of samples per chip; integer m ∈ {2, 4, 8} depends
on the specific Miller line code used, explained in more detail
subsequently. For chip index i, it follows that xtag[i] ∈ {0, 1}
and w [i] ∼ CN

(
0, Lσ2

n

)
. Eq. (3) is valid for both monostatic,

as well as bistatic systems; in the latter case, perfect CFO and
CPO compensation is assumed. In the simulation, as well as
experimental results for the bistatic (or multistatic case), such
assumption of perfect carrier synchronization will be relaxed.

A. Miller Line Code

Miller line coding offers 4 possible waveforms, two for each
bit. The waveforms for information bit-1 do not change the line
level at the middle of the bit, whereas the waveforms for bit-
0 do. Additionally, the starting line level of each waveform
must be opposite than that of the preceding waveform. The
exception to that rule is when there is transmission of bit-
1 after bit-0; in that case, the line level at the start of both
waveforms must be the same.

Fig. 4 demonstrates how each Miller line code encodes its
symbols and which transitions are allowed. Notation wise, 1-
High and 1-Low refer to symbols of bit-1, when the line begins
at high and low level, respectively, while 0-High and 0-Low re-
fer to bit-0, in the same manner. For Miller 2, those four sym-
bols/waveforms are denoted as S2 = {S21, S22, S23, S24}.
Notice that consecutive bits allow for specific waveforms to
be used; for example, when bit-1 Low, i.e., S22 is the previous
bit, S23 (S21) is the only possible waveform for the next bit
when the tag needs to transmit bit-0 (bit-1). Also notice how
the line level is the same at the beginning of the last two
bits (from bit-0 to bit-1) of Fig. 4. All possible transitions are
depicted in Fig. 5. The same rules apply to Miller 4/8. The



OUROUTZOGLOU ET AL.: MULTISTATIC NONCOHERENT LINEAR COMPLEXITY MILLER SEQUENCE DETECTION FOR GEN2 RFID/IOT 5

0

1
Miller 2

0

1
Miller 4

0

1
Miller 8

1-High (S )21

1-High (S )41

1-High (S )81

1-Low (S )22

1-Low (S )42

1-Low (S )82

1-Low (S )22

1-Low (S )42

1-Low (S )82

0-High (S )23

0-High (S )43

0-High (S )83

0-Low (S )24

0-Low (S )44

0-Low (S )84

1 10 0 0 11 00 01 1 0 01 11 00 1

Fig. 4. Miller 2, 4, 8 waveforms example: the black vertical dashes denote the bit boundaries. Miller 4, 8 offers 2, 4 times higher number of transitions per
bit, respectively, compared to Miller 2.

only difference of Miller 4 (8) compared to Miller 2 is that
there are 2× (4×) additional transitions per bit (Fig. 4). In
conjunction with that, changing the Miller line code from 2
to 4 (8) for Gen2 RFID tags, without tinkering with other tag
options, results to 2× (4×) bit duration, due to constant chip
duration.

III. ZERO-CENTERED VS β-CENTERED MILLER LINE
CODING

Assuming Miller m, m ∈ {2, 4, 8} line coding and N
tag-reflected bits, Eq. (3) is rewritten as follows:

ym[n] =


y[4n+ 0]
y[4n+ 1]

...
y[4n+ 2m− 1]


= h̃xm[n] + wm[n], n = 0, 1, . . . , N − 1, (4)

where {wm[n]} are i.i.d., wm[n] ∼ CN (0, Lσ2
nI2m) and

xm[n] is Miller-encoded data vector; the latter can be written
compactly (and perhaps elegantly1), as follows:

xm[n] ∈ Sm = {Sm1, Sm2, Sm3, Sm4}, (5)

with set Sm defined below, for all values of m. Vectors
Sm1, Sm2 correspond to bit-1, while Sm3, Sm4 correspond
to bit-0; there are two vectors per bit, depending on whether
the corresponding (line) waveform starts at high or low level.

Specifically, for Miller m = 2 waveforms, as shown in
Fig. 4 / first row, S2 is given by:

S21 =
[
1 0 0 1

]T
, S22 =

[
0 1 1 0

]T
,

S23 =
[
1 0 1 0

]T
, S24 =

[
0 1 0 1

]T
,

where the first line corresponds to bit-1 and the second line
to bit-0. Fig. 4 / first row shows that the line level does not

1...to the best of our knowledge, such compact representation for Miller
has not appeared in the literature before.

1-High 1-High

x[n+1]x[n]

1-Low

0-High

0-Low

1-Low

0-High

0-Low

Fig. 5. Allowed transitions in Miller line coding.

change at the middle of the bit for S21 or S22, as opposed
to the case of S23 or S24. Such rules are encoded at the
vector definitions above. Moreover, the line changes level at
the beginning of each bit, compared to the line level at the
beginning of the previous bit; the only exception to this rule
is the transition from bit-0 to bit-1. Such rules can only be
seen in bit sequences, with an example shown at Fig. 4.

Similar reasoning follows for elements of S4 or S8, given
below (they could be easily checked with the help of Fig. 4):

S41 =
[
ST23 ST24

]T
,

S42 =
[
ST24 ST23

]T
,

S43 =
[
ST23 ST23

]T
,

S44 =
[
ST24 ST24

]T
,

S81 =
[
ST23 ST23 ST24 ST24

]T
,

S82 =
[
ST24 ST24 ST23 ST23

]T
,

S83 =
[
ST23 ST23 ST23 ST23

]T
,

S84 =
[
ST24 ST24 ST24 ST24

]T
.
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A. Zero-Centered Miller Coding

Miller m ∈ {2, 4, 8} symbols of Fig. 4 are centered around
β = 1

2 . Thus, ∀i ∈ {1, 2, 3, 4}, ∀m ∈ {2, 4, 8}, Smi ∈ Sm
can be rewritten as follows:

Smi = Smi + (β − β)12m = (Smi − β12m) + β12m

= Ŝmi + β12m, (6)

where 12m denotes a 2m × 1 vector with all elements equal
to 1 and

Ŝm = {Ŝm1, Ŝm2, Ŝm3, Ŝm4}

is the set containing the zero-centered symbols of Miller m.
For illustration purposes, zero-centered Miller m = 2 symbols
are defined below:

Ŝ21 =
1

2

[
+1 −1 −1 +1

]T
, Ŝ22 = −Ŝ21,

Ŝ23 =
1

2

[
+1 −1 +1 −1

]T
, Ŝ24 = −Ŝ23.

Assuming perfect knowledge of channel parameter h̃, which
is not a prerequisite as will be shown in Section V, a zero-
centered signal model with Miller m line coding can be
derived:

ŷm[n]
4
= ym[n]− βh̃12m

= h̃ (xm[n]− β12m) + wm[n]
(6)
= h̃ x̂m[n] + wm[n], n = 0, 1, . . . , N − 1, (7)

where β is a scaling, user-defined system parameter apriori
known and x̂m ∈ Ŝm. Consecutively, ∀i, j ∈ {1, 2, 3, 4}
and for each m ∈ {2, 4, 8}:〈

Ŝmj , Smi
〉

=
〈

Ŝmj , Ŝmi + β12m

〉
=
〈

Ŝmj , Ŝmi
〉

+ β
〈

Ŝmj , 12m

〉
=
〈

Ŝmj , Ŝmi
〉
, (8)

since
〈

Ŝmj , 12m

〉
= 0, due to equal number of {+ 1

2 , −
1
2}

elements in Ŝmj .
Having derived Eq. (8), this Section concludes with the

following useful result:〈
Ŝmj , ŷm[n]

〉
=
〈

Ŝmj , h̃ x̂m[n] + wm[n]
〉

= h̃
〈

Ŝmj , x̂m[n]
〉

+
〈

Ŝmj ,wm[n]
〉

(8)
= h̃

〈
Ŝmj , xm[n]

〉
+
〈

Ŝmj ,wm[n]
〉

=
〈

Ŝmj , h̃xm[n] + wm[n]
〉

=
〈

Ŝmj , ym[n]
〉
. (9)

This finding is formally stated below:
Theorem 1: Let x̂m[n] ∈ Ŝm, m ∈ {2, 4, 8}, ym[n] any

β-centered Miller m signal model and ŷm[n] its equivalent
zero-centered signal model. The following holds:

〈x̂m[n], ŷm[n]〉 = 〈x̂m[n], ym[n]〉 . (10)

The above Theorem essentially suggests that perfect DC
cancellation is not needed for inner products in the form of
Eq. (10). In addition to that, further backscattered-waveform
centering, which requires estimation/knowledge of channel h̃,
is not required. However, the reason why this theorem is so
important is because inner products in the form of Eq. (10)
are used as part of the metrics for the detection algorithms
presented in Sec. IV & Sec. V. Thus, the proposed linear non-
coherent sequence detection algorithm is truly noncoherent.

IV. O(N) COMPLEXITY OPTIMAL COHERENT SEQUENCE
DETECTION

The coherent detection is briefly discussed in order to be
used as a lower bound for the bit error rate (BER) performance
of the proposed noncoherent sequence detection scheme.

As examined above in Fig. 4 and Fig. 5, only specific
transitions are allowed. Miller line coding induces memory
on the backscattered symbols and thus, BER-optimal coherent
detection requires sequence detection.

Since the conditional probability density is defined given
knowledge of channel h̃, then the system model of Eq. (7) can
be used instead of that in Eq. (4). The conditional probability
density f (·|·) is given by:

f
(
ŷm[n]

∣∣∣x̂m[n], h̃
)
∼ CN (h̃ x̂m[n], Lσ2

nI2m) (11)

∝ exp

(
− 1

Lσ2
n

∥∥∥ŷm[n]− h̃ x̂m[n]
∥∥∥2

2

)
,

(12)

and thus, the conditional probability density for the whole
sequence is given by:

f
(
ŷm

∣∣∣x̂m, h̃) =

N−1∏
n=0

f
(
ŷm[n]

∣∣∣x̂m[n], h̃
)
, (13)

where ŷm, x̂m are the sets containing all the ŷm[n], x̂m[n],
respectively. It is crucial to note that x̂m ∈ Xm, where Xm
is the set of all valid N -bit Miller-encoded sequences. Hence,
the BER-optimal sequence can be found solving the following
maximum likelihood (ML) problem:

x̂ML
m = argmax

x̂m∈Xm

N−1∏
n=0

f
(
ŷm[n]

∣∣∣x̂m[n], h̃
)

= argmax
x̂m∈Xm

N−1∏
n=0

exp

(
− 1

Lσ2
n

∥∥∥ŷm[n]− h̃ x̂m[n]
∥∥∥2

2

)

= argmin
x̂m∈Xm

N−1∑
n=0

∥∥∥ŷm[n]− h̃ x̂m[n]
∥∥∥2

2

= argmin
x̂m∈Xm

N−1∑
n=0

(
‖ŷm[n]‖22 +

∥∥∥h̃ x̂m[n]
∥∥∥2

2

−2<
{〈
h̃ x̂m[n], ŷm[n]

〉})
(a)
= argmax

x̂m∈Xm

N−1∑
n=0

<
{
h̃H 〈x̂m[n], ŷm[n]〉

}
Th. 1
= argmax

x̂m∈Xm

N−1∑
n=0

<
{
h̃H 〈x̂m[n],ym[n]〉

}
, (14)
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where in (a) the fact that ‖x̂m[n]‖22 = constant,∀ x̂m[n] ∈
Ŝm,∀ Miller m line code, was exploited.

This maximization problem can be solved with the Viterbi
algorithm (VA) with linear (to the bit sequence length) com-
plexity, on a Trellis diagram based on Fig. 5 and weights
Wn,i = <

{
h̃H 〈x̂m[n],ym[n]〉

}
, where n denotes the nth

bit and i denotes the Trellis diagram state, i.e., x̂m[n] = Ŝmi.
It is further noted that channel h̃ can be readily estimated

using the preamble bits of Gen2 (or the extra pilot bits), e.g.,
with a least squares technique. Application of Th. 1 allows the
detector to transition from the zero-centered signal model of
Eq. (7) back to the β-centered signal model of Eq. (4).

V. O(N) COMPLEXITY NONCOHERENT SEQUENCE
DETECTION

Considering channel parameter ĥ an unknown constant, the
generalized likelihood ratio test (GLRT) sequence detection
rule is first derived; its form will guide the derivation of the
proposed noncoherent algorithm of this work.

The maximum likelihood (ML) estimate of h̃ follows:

ĥ = argmax
h̃∈C

f
(
ŷm

∣∣∣x̂m, h̃)
= argmin

h̃∈C

N−1∑
n=0

∥∥∥ŷm[n]− h̃x̂m[n]
∥∥∥2

2

= argmin
h̃∈C

N−1∑
n=0

(
‖ŷm[n]‖22 + h̃H h̃ ‖x̂m[n]‖22

− h̃H 〈x̂m[n], ŷm[n]〉 − h̃ 〈ŷm[n], x̂m[n]〉
)

= argmin
h̃∈C

G(h̃, x̂m, ŷm). (15)

Thus, the estimate follows:

∂

∂h̃
G(h̃, x̂m, ŷm)

∣∣∣∣∣
h̃=ĥ

= 0⇔

N−1∑
n=0

ĥH ‖x̂m[n]‖22 =

N−1∑
n=0

〈ŷm[n], x̂m[n]〉 ⇔

ĥ =

N−1∑
n=0
〈x̂m[n], ŷm[n]〉

N−1∑
n=0
‖x̂m[n]‖22

. (16)

That channel estimate can now be used to detect the GLRT-
optimal sequence, as follows:

x̂GLRT
m = argmax

x̂m∈Xm

N−1∏
n=0

f
(
ŷm[n]

∣∣∣x̂m[n], ĥ
)

= argmin
x̂m∈Xm

N−1∑
n=0

∥∥∥ŷm[n]− ĥ x̂m[n]
∥∥∥2

2

= argmin
x̂m∈Xm

N−1∑
n=0

(∥∥∥ĥ x̂m[n]
∥∥∥2

2
− 2<

{
ĥH 〈x̂m[n], ŷm[n]〉

})

= argmin
x̂m∈Xm

(∥∥∥ĥ∥∥∥2

2

N−1∑
n=0

‖x̂m[n]‖22

−2

N−1∑
n=0

<
{
ĥH 〈x̂m[n], ŷm[n]〉

})

(∗)
= argmin

x̂m∈Xm


∥∥∥∥N−1∑
n=0
〈x̂m[n], ŷm[n]〉

∥∥∥∥2

2
N−1∑
n=0
‖x̂m[n]‖22

−2

∥∥∥∥N−1∑
n=0
〈x̂m[n], ŷm[n]〉

∥∥∥∥2

2
N−1∑
n=0
‖x̂m[n]‖22


= argmax

x̂m∈Xm

∥∥∥∥∥
N−1∑
n=0

〈x̂m[n], ŷm[n]〉

∥∥∥∥∥
2

2

Th. 1
= argmax

x̂m∈Xm

∥∥∥∥∥
N−1∑
n=0

〈x̂m[n], ym[n]〉

∥∥∥∥∥
2

2

, (17)

where the identity <{‖z‖22} ≡ ‖z‖22 = zHz was used in (∗).
Th. 1 allows the jump between system models (from zero-
centered to β-centered). Especially for this noncoherent detec-
tor, such transition is extremely important to make the detector
as noncoherent as possible. Solving the above naively, through
exhaustive search among all possible N -bit sequences, entails
exponential complexity of 2N . However, quadratic complexity
with N2 can be achieved by a modification of [31]. Given
that Gen2 EPC identification information is 96-bit long (the
payload is N = 128-bit long), quadratic complexity detection
may be prohibitive for real time applications, especially under
the stringent timing constraints of the Gen2 protocol. Below,
an algorithm is offered with linear in N complexity. Note
that the following algorithm does not solve the aforementioned
GLRT detection problem. Instead, it approximates the GLRT-
optimal cumulative complex weight that maximizes the Eu-
clidean norm of Eq. (17). Thus, it is sub-optimal GLRT-wise;
however, it attains low complexity and as it will be shown in
the numerical results, surprisingly near-optimal performance,
even when compared to ideal coherent sequence detection.

A. Algorithm

The main principle of the proposed algorithm is a simple
modification in the VA. Similarly to the coherent scheme, a
Trellis diagram (see Fig. 5) is used with complex weights
given by the inner product Wn,i = 〈x̂m[n], ym[n]〉, where
n denotes the nth bit and i denotes the state of the Trellis
diagram, i.e., x̂m[n] = Ŝmi. The plot twist comes from the
fact that the weights are complex (instead of real), and the path
comparison is performed upon the weights’ absolute values.
This means that for every node of the Trellis diagram we add
the incoming cumulative complex weights to the nodes inner
product and compare the absolute values of the sums, keeping
the largest (due to max absolute operator in Eq. (17)). Then,
the complex weight of the surviving path is propagated to the
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S
ta
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Bit:

Fig. 6. Example of suggested VA modification, on said Trellis diagram: Wn,i

denotes the complex weight of the n-th bit to be x̂m[n] = Ŝmi. Vn,i denotes
the complex cumulative weight of the surviving path that the n-th bit at the
i-th state propagates forward. Note how the absolute values of the metrics are
compared; however, the complex value is propagated to the next bit.

next node, instead of the path metric (the absolute value of the
complex sum). Such modified operation is depicted in Fig. 6.

The proposed algorithm in tabulated form is given below;
notation wise, elements w[i][n] are complex inner product
weights of each candidate symbol Ŝmi for the nth bit. The
cumulative complex weight of the best path from the 1st bit
to the ith candidate symbol of the nth bit is stored in v[i][n].
Elements in p[i][n] are the surviving paths that lead to the ith
candidate symbol of the nth bit. Also, P(n, i) is the set of
symbols that allow the transition to the ith candidate symbol
of the nth bit. Note that this set can be found by looking at
the Fig. 5 and taking into account the fact that until the 4th
bit, the Trellis graph is not balanced (because only 1-High and
0-High are allowed as first transmitted symbols).

Again, note how Th. 1 allows any β-centered signal model
to be used as input to this algorithm, using the vectors in
Ŝm without any knowledge or estimation of h̃. The algorithm

Algorithm 1: Linear Noncoherent Miller 2/4/8 Sequence
Detection

Input: m, ym
Output: Xbits

1 Initialize p[4][N − 1], w[4][N ], v[4][N ] to zeros

2 w[1][1], v[1][1] =
〈

Ŝm1, ym[1]
〉

3 w[3][1], v[3][1] =
〈

Ŝm3, ym[1]
〉

4 for n = 2 : 1 : N do
5 for i = 1 : 1 : 4 do
6 w[i][n] =

〈
Ŝmi, ym[n]

〉
7 j∗ = argmax

j∈P(n,i)

‖v[j][n− 1] + w[i][n]‖2
8 p[i][n− 1] = j∗

9 v[i][n] = v[j∗][n− 1] + w[i][n]

10 j∗ = argmax
j∈{1,2,3,4}

‖v[j][N ]‖2
11 Xbits[N ] = I(j∗ ≤ 2)
12 for n = N − 1 : −1 : 1 do
13 j∗ = p[j∗][n]
14 Xbits[n] = I(j∗ ≤ 2)

15 return Xbits

terminates in one pass of the VA, from the first to the last
(N th) bit, and thus, the complexity is linear in N .

VI. NUMERICAL RESULTS

A. Real Time CFO Estimation/Housekeeping

Carrier frequency offset compensation poses the greatest
challenge as far as implementing multistatic RFID readers
is concerned. As already mentioned in Sec. I, the stringent
timing constraint of T2 between RN16 and ACK must be
satisfied, otherwise the protocol times out. In other words,
all signal processing and housekeeping task (e.g., CFO &
DC compensation) must be performed in a timely manner.
As a result, a digital phase locked loop (PLL) was used to
compensate the CFO, due to its real-time character. Although
a high-resolution periodogram-based technique on large blocks
of samples could outperform the PLL solution in terms of CFO
compensation, such technique was computationally expensive
(too slow) for the purposes of this work, and thus, not suitable.

In the context of simulating and testing the proposed mul-
tistatic system, a PLL was develoved according to the design
in [27, App. C]. A second order loop filter was developed,
through experimental observations of the CFO between Tx
and Rx SDRs, thus, the PLL was fine-tuned to this specific
application. It is noted that, for the simulation part, the PLL
CFO tracking was active throughout the time intervals were
only the continuous wave (CW) signal from the TX SDR was
present, i.e., between QUERY/ACK and RN16/EPC. This was
done due to the fact that the PLL was not optimized to track
CFO when information was superimposed on top of the CW.
Thus, CFO was estimated by solving a least squares-based
[14], best linear fit problem, during the CW and then, the
estimate was used to compensate the remaining samples that
“carry” the tag’s information.

Fig. 7 illustrates the cumulative density function (CDF)
of the residual CFO, as a function of carrier-to-noise ratio
(CNR). This CDF was produced with 105 Monte Carlo ex-
periments with initial CFO following a uniform distribution,

0 5 10 15 20 25

0

0.2

0.4

0.6

0.8

1
CDF of Residual CFO

Fig. 7. CDF of the remaining CFO for the two tested CFO compensation
methods, PLL and Heuristic.
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Fig. 8. BER performance of the monostatic model with perfect CFO and
DC knowledge. Performance gaps between coherent (assuming either perfect
(Prf.Ch) or estimated channel (Est.)) and proposed noncoherent sequence
detection are demonstrated under Rayleigh and Rician fading conditions.
N = 128 for all cases.

U(−105,+105) Hz. The heuristic method in Fig. 7 is simply
a maximum likelihood (ML) phase estimator, arctan

(
={z}
<{z}

)
,

coupled with a linear fit scheme to estimate the slope of the
line (which is the CFO). However, even though they perform
similarly in terms of residual CFO,2 the PLL was chosen as
the preferred method due to its real time character.

The aforementioned PLL was also implemented in C++ as
an external block for GNURadio, for experimental testing.
Even though the results were acceptable, the ”PLL carrier
tracking” GNURadio block was used instead, allowing for
easily reproducible results. The PLL block was connected
after the source (receiving SDR) and before the matched
filter blocks and was active throughout the whole interrogation
process. The parameters used for that block are: 105π

R (loop
bandwidth), 4·104π

R (max frequency), −4·104π
R (min frequency),

where R = 2 ·106 denotes the analog-to-digital sampling rate.
Explicit CPO compensation is not required, as it’s a constant

phase that can be absorbed in the channel parameter. Sym-
bol level synchronization has already been covered in [13],
[32], and it’s performed with the same manner in this work.
Specifically, synchronization is performed by maximizing the a
correlation metric using the built-in 10-bit preamble sequence
of Gen2 (for Miller line codes). However, energy-based syn-
chronization on the whole package can be performed instead,
in order to drop dependencies from the preamble bits.

Channel estimation is also described in prior art, and it’s
performed (both in simulated and experimental results) with
a least squares technique on the the 10-bit preamble sequence
of Gen2, similarly to Eq. (16), but using β-centered symbols
instead. Note that an optional 12-bit pilot sequence can be
activated, but it’s not used in this work.

2The PLL can be fine-tuned even more, thus potentially achieving better
results.

SNR (dB)
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-1

10
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Noncoherent vs Coherent w/CFO

Noncoherent, N = 128, kTR = 0
Coherent (Est.), N = 128, kTR = 0
Coherent (Prf.Ch), N = 128, kTR = 0
Coherent (All Prf.), N = 128, kTR = 0
Noncoherent, N = 128, kTR = 15
Coherent (Est.), N = 128, kTR = 15
Coherent (Prf.Ch), N = 128, kTR = 15
Coherent (All Prf.), N = 128, kTR = 15

2.8 3 3.22.8 3 3.2

Fig. 9. BER performance of the bistatic model with CFO compensation (using
PLL) and dc offset correction. Performance gaps between coherent (assuming
either perfect (Prf.Ch) or estimated channel (Est.)) and noncoherent sequence
detection are demonstrated under Rayleigh and Rician fading conditions
(kCR = kCT = 20). The case of perfect CFO correction and DC removal is
also offered, as baseline (All Prf.).

B. Simulation

In order to verify the feasibility of the proposed concept,
simulations were performed based on the system model and
the detection schemes presented in Sec. IV and Sec. V,
respectively. Two cases were considered. The first case studied
the performance gap of coherent versus noncoherent detection
scheme, assuming perfect CFO compensation and DC offset
removal; such case corresponds to the monostatic setup, where
CFO is zero. In the second case, both (imperfect) CFO and
DC offset correction were considered; that is the case for
distributed TX and RX (bistatic or multistatic). Bit error rate
(BER) was examined, subject to both Rayleigh and Rician
fading, with the latter employing kCT = kCR = 20 and
kTR = 15 for the bistatic setup and kr = kCT = 20 for
the monostatic. SNR definition follows:

SNR =
2Pc L s2 E

[
|xtag|2

]
σ2

CT σ
2
TR

σ2
n

. (18)

Without loss of generality, it was assumed that Pc = 0.50
W and σ2

CT = σ2
TR = 1, while xtag[n] ∈ {0, 1} was

considered. For each SNR value, 105 Monte Carlo experiments
were performed. Based on Eq. (1), it was further assumed
that mdc = hCR|λc|, where λc ∈ C a constant related
to transmission power and tag-related parameters (e.g., tag
structural mode). Carrier-to-noise ratio (CNR) was defined as:

CNR =
E
[
|mdc|2

]
σ2

n

=
|λc|2 σ2

CR

σ2
n

. (19)

Thus, for σ2
CR = 1, mdc = hCR

√
CNR · σ2

n. Unless otherwise
stated, CNR = 30 dB. A sequence length of N = 128 bits
was considered.

Fig. 8 examines the performance of the proposed detectors
in a monostatic setup, with perfect CFO and DC compen-
sation. Under Rayleigh fading, it can be observed that the
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Fig. 10. Multistatic setup utilizing two USRPs as carrier sources/illuminators
at 15 dBm and a RTL-SDR (or a USRP) as a receiver. The setup allows for
increased coverage with distributed SDR illuminators, operating in a time-
division manner and networked over Ethernet.

proposed noncoherent scheme performs ≈ 0.50 dB worse than
the (ideal) coherent with perfect knowledge of the channel,
while the coherent method with estimated channel performs
≈ 0.25 dB worse. Under Rician fading, the performance gap
is reduced to ≈ 0.2 and ≈ 0.05 dB for the noncoherent and
estimated coherent scheme, respectively.

Fig. 9 examines the performance of the proposed detectors
under a detailed bistatic model (Eq. (1), with L = 125),
including both realistic CFO compensation and DC offset
correction. CFO compensation is performed using the PLL,
while DC offset is estimated using a sample mean over a
specific time interval and is subsequently subtracted from the
respective samples. For the coherent cases, channel estimation
(where applicable) is performed with the least squares method,
utilizing a known training sequence. The first point worth
of attention is that under coherent detection, when channel
estimate is used, there is a significant performance degrada-
tion, even when compared with noncoherent detection. Under
Rayleigh (Rician) fading, the gap is ≈ 1.5 dB (≈ 1.2 dB)
of coherent detection with estimated channel, compared to all
perfect coherent detection.

This finding can be explained by the fact that, due to residual
CFO, the phases between successive samples do not remain
constant, and thus, channel estimation, which assumes that the
parameter to be estimated does not vary for the duration of
the training sequence, will not be robust. Furthermore, with
residual CFO, the block-constant flat fading assumption does
not offer a constant, unknown complex parameter, multiplied
by each symbol; instead, each symbol is also multiplied by
a time-varying, residual CFO-dependent factor. The above
conclusions are further supported by the fact that when
the channel parameter is perfectly known, the gap between
coherent with perfect CSI vs all perfect coherent reduces
to ≈ 0.2 dB for Rayleigh, while for Rician fading, it is
observed that noncoherent detector performs slightly better
than the coherent employing full channel knowledge (but with
residual CFO). Intuitively, this can be explained by the fact that
the residual CFO interferes with the deterministic component
of the Rice channel (non-zero mean value), and thus the
statistics change. Instead, in the case of Rayleigh fading, where
there is no deterministic component (zero mean value), the

3
.5
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5.4 mTx 1
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Tx 2

* * * * * * * * *

* * * * * * * *

* * * * * * *

* * * * *
* *
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Bistatic (Tx 1)
Multistatic

0.6m

* RFID

Fig. 11. Area coverage under monostatic, bistatic and multistatic setups. A
tag was placed in each of the locations denoted by ∗ and the ability of the
reader to interrogate the tag was recorded. Deployment of multiple (dislocated
from the receiver) emitters increased coverage; a tag will be more likely to
be powered and successfully interrogated if it is in the vicinity of an emitter.

Rx

RFID

Tx 1

Tx 2 

Position

Ethernet

Cable

Fig. 12. Experimental setup for one of the instances of Fig. 11. Note that
in the monostatic case, the interrogation is carried out only through the “Tx
1” antenna, while in bistatic (and multistatic) case, we take advantage of the
extra Rx antenna (and “Tx 2” antenna). This setup also provides a concrete
example of the idea demonstrated in Fig. 3 (a).

impact of the residual CFO becomes weaker. In the same
plot, baseline performance under coherent detection is depicted
assuming perfect channel knowledge, CFO compensation and
DC removal.

The above clearly show that the proposed linear complexity
noncoherent Miller sequence detection tested in this work, is
not only a solid and valid approach, but also advantageous
over coherent detection, in the presence of residual CFO
(omnipresent in bistatic/multistatic setups) and limited number
of preamble bits for channel estimation. Future versions of
(multistatic) Gen2 could omit such preamble bits, improving
efficiency of communication.

C. Experimentation

The experimental testbed is based upon previous software
stack found in [13] and [5], which is augmented with the
aforementioned detection algorithms, as well as multistatic
capabilities.

First, as a baseline experiment, a monostatic setup is tested,
using an Impinj Speedway R1000 RFID reader with a single
antenna, in order to verify the maximum reading range with
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Fig. 13. Bistatic setup utilizing a single USRP as illuminating source (15
dBm) and a USRP or RTL-SDR as receiver. Carrier-to-receiver ranges of at
least 30 meters were observed, for a carrier-to-tag distance of 90 cm.

industrial equipment, for various different values of transmis-
sion power. An MTI MT-242032 7 dBi antenna was connected
to the reader through a 0.504 dB loss coaxial cable. Two
different Gen2 tags, namely, Alien ALN-9741 (Higgs-4) and
Alien ALN-9540 (Higgs-2), were tested with similar results
in terms of reading range and rate. In the case of 15 dBm Tx
power, the reader was able to interrogate the tags at a distance
of 1.1 m, while at 30 dBm, the reading distance increased to
4.5 m. It is also noted that the reader antenna was placed at
0.9 m above the ground, relatively close to the ground.

The purpose of the above test, was to discover the sector
radius under which the tags could operate.3 This means that,
by utilizing more Tx SDRs in a given space, the coverage
increases, thus the probability of a tag being in the vicinity of
an illuminating source is greater.

Fig. 10 examines how a multistatic topology can increase
coverage. Three Ettus N200 SDRs were utilized with FLEX
900 daughter-cards, two for Tx and one for Rx; the Tx
power was set to 15 dBm; Tx SDRs were connected to the
aforementioned 7 dBi antennas, through 0.45 dB loss cables,
while the Rx SDR was connected to an MT-242017, 10 dBi
antenna, through an 0.504 dB loss coaxial cable. All SDRs
were connected to an HP Procurve 2824 Ethernet switch, with
15 m-long, Cat5e cables. The host PC running the software
responsible for baseband processing and handling the SDRs
was also connected on the Ethernet switch. The two Tx SDRs
operate in a time division multiplexing fashion, while any sort
of scheduling could be possible, even for additional SDRs.
In Fig. 10 there were two tags, each located in the sector
radius of a single Tx SDR. Tag A (ALN-9540) is 70 cm away
from Tx-2, and Tag B (ALN-9741) is 1.1 m away from Tx-
1. Receiving SDR was 2.6m and 4.7m away from Tx-2 and
Tx-1, respectively. When Tx-1 was active (and Tx-2 inactive)
the reader would interrogate only Tag B, and vice-versa. This
showcases what was previously stated: more Tx SDRs means
that there is a greater chance that a tag will be in the sector
radius of an illuminating source to satisfy the RF harvesting
sensitivity limitations.

Further developing on the idea of a multistatic reader, it is

3Note the directivity of the antenna defines a sector outside of which, the
tags are not illuminated at all.
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Fig. 14. Successful RFID tag reads versus Rx-Emitter distance in the bistatic
setup of Fig. 13, with the noncoherent scheme of Sec. V and coherent
detector of Sec. IV. The proposed noncoherent scheme outperforms, in terms
of successful reads, the coherent counterpart for all distance setups. This
experimental result validates the striking simulation result of Fig. 9. The CFO
correction being imperfect breaks the flat fading assumption and thus, hinders
the CSI estimation and coherent detection performance. On the other hand,
the robustness of the proposed noncoherent algorithm is further demonstrated.

intuitively expected that the larger the deployment of emitters
in a given area, the more likely it is for a tag to be powered
on and be successfully interrogated. Experiments were carried
out to assess the above and study the coverage offered by
monostatic (using a Thing Magic Sargas RFID reader), bistatic
and multistatic setups. In all cases, MT-242032/NRH antennas
were used. The output power of the commercial reader was
set at 24 dBm. Using a Mini-Circuits ZRL-1200+ amplifier,
the same output power was configured on the USRP acting as
emitter. The minimum BLF allowed by the commercial reader
was 250 kHz, and 40 kHz for the SDR reader, while Miller-2
line code was used. A grid of 32 positions was considered
for the experiment, in an area of ≈ 13 m2 (Fig. 11). For the
monostatic case, the commercial reader was placed at position
“Tx 1”, while for the bistatic and multistatic cases, the USRP
acting as the receiver was placed in the spot denoted by “Rx”
in Fig. 12. For the bistatic case, the USRP acting as the emitter
was placed in spot “Tx 1”. In the multistatic case, the second
emitter was placed in the spot denoted as “Tx 2”.

As it can be seen in Fig. 11, a multistatic setup clearly
covers a greater area (denoted by the outlines around the
RFID positions) as the RFID was successfully interrogated at
24 out of the 32 available positions, representing a coverage
of ≈ 9 m2. Under a monostatic setup, the tag could be
interrogated at 12 (≈ 4 m2) positions, while in the bistatic at
14 (≈ 5 m2). Notice that in the specific setup, the multistatic
architecture roughly doubled the RFID coverage, compared to
monostatic. The area gain offered by the bistatic/multistatic
setup (compared to monostatic) is explained by the inherent
Tx/Rx channel asymmetry and independence [3].

In order to further demonstrate the modular nature of
this setup and feasibility of low-cost implementation, a 7 $
RTL-SDR dongle (connected via USB to the PC) replaced
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Fig. 15. Experimental waveforms (Top) & scatter plots (Bottom) of the received samples, from the testbed. Received samples prior to CFO compensation
(Left), after CFO compensation (Middle) and after CFO-DC compensation & synchronization (Right).

the Rx SDR. The RTL-SDR was able to interrogate both
tags successfully. However, reduced tag reading rates where
observed, mainly due to the large buffer size of the RTL, in
conjunction with low transfer speed of USB 2.0 (versus 1Gbit
Ethernet of N200).

The limiting factor of passive tags is the transmitter-to-tag
link. The second setup (see Fig. 13) highlights this limitation,
which is inherent in monostatic Gen2 RFID readers. A tag
(ALN-9741) was placed 90 cm away from the Tx SDR (USRP
N200) and the Rx SDR (both N200 & RTL-SDR) was placed
30 m away from the Tx SDR. The tag was successfully
interrogated, which validates the limitation imposed by the
transmitter-to-tag link.

Elaborating further on the importance and robustness of
the suggested noncoherent scheme in a bistatic scenario, the
simulated results of Fig. 9 were validated using the setup of
Fig. 13. The experimental results can be seen in Fig. 14. The
nature of the Gen2 protocol makes it complicated to decouple
the EPC BER from the RN16 BER, since receiving an EPC
packet requires correct decoding of the RN16 packet. Note
that the RN16 cannot be used for BER estimation, since it
is a random 16-bit sequence, unknown to the reader. Thus,
the number of successful RFID tag reads was used as a
benchmark for the bit error rate. Additionally, the distance
between the Rx and Tx antennas was used as a proxy for
the SNR. Examination of Fig. 14 reveals that the proposed
noncoherent scheme outperforms the coherent in terms of
successful reads for all Rx-Emitter distances. The performance
gap between the two methods is attributed to the imperfect
CFO correction. The residual CFO breaks the flat fading
assumption and thus, CSI estimation and coherent sequence
detection underperform. Instead, we see that the noncoherent
scheme is robust to that residual CFO, and thus more suitable
for a bistatic scenario, with improved performance (e.g., the
read-rate is almost doubled at distance of 28 m). Observe that
for some of the distances the number of reads is close or
equal to 0. This is because of destructive multipath interference
that occurs for each such distance setup. Finally, note that

the curve of Fig. 14 doesn’t have a decreasing trend as the
distance increases. This can also be explained by the multipath
propagation that might lead to either constructive of destructive
interference.

For completeness purposes, Fig. 15 demonstrates the various
processing stages of the samples received from a bistatic
setup, similar to Fig. 13. Inphase and quadrature plots, before
CFO compensation, after CFO compensation and after CFO
compensation, DC removal and symbol level synchronization,
are also depicted. This work tests the proposed detector,
following a holistic approach, as needed in practice. All setups,
using either USRP or RTL-SDR, were tested using both
coherent and noncoherent sequence detection schemes (see
Sec. IV & V) and the performance was similar, with respect
to tag reading rate. Thus, simulation results were validated;
furthermore, substantial evidence was offered that the PLL
can effectively address the CFO problem; finally, it was shown
that the proposed noncoherent scheme performs on par with
coherent schemes (BER-wise), in realistic scenarios.

Finally, it is noted that the utilized BLF in the system
was the lowest possible, i.e., 40 kHz. However, BLF is
not limited by the detection schemes, but rather by the
computational power of the PC and the delay introduced
by sample transferring between the SDRs and the PC. It is
emphasized that the proposed noncoherent detection scheme
offers linear complexity (to the sequence length), O(N), as it
is a modification of the Viterbi algorithm. Linear complexity
is the lowest possible, since at least N decisions must be made
for N symbols.

VII. CONCLUSION

This works fills a gap in the literature concerning near-
optimal and time-efficient algorithms for noncoherent se-
quence detection for industrial Miller 2, 4, 8 line codes. It also
validates the performance of the proposed algorithm using both
simulation and experimental results, demonstrating practical
use and implementation feasibility. In addition to that, this
work not only proposes an inexpensive Ethernet- & SDR-
based multistatic architecture for tag interrogation, but also



OUROUTZOGLOU ET AL.: MULTISTATIC NONCOHERENT LINEAR COMPLEXITY MILLER SEQUENCE DETECTION FOR GEN2 RFID/IOT 13

provides experimental validation of the aforementioned setup.
The above results offer an inexpensive, modular and robust
multistatic RFID/IoT interrogating architecture. Future work
will study other connecting physical layers between emitting
SDRs (e.g., USB3), distributed beamforming techniques, as
well as concrete steps towards convergence of RFID, Ethernet
and next generation cellular radio architectures.
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